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Preface

In 1967 I wrote a basic textbook entitled Highways that was aimed at undergraduate
civil engineers who were interested in centring their careers on highway planning,
design and construction. The book was well received and subsequently two further edi-
tions were prepared. These later editions were each divided into two volumes, one
dealing with those aspects of particular interest to the young traffic engineer, and the
other with the physical location, structural design, and materials used in the construc-
tion of highways.

When I was invited by the Publisher to prepare a fourth edition, I resolved instead to
invite some of the top engineering educationalists in Britain to collaborate with me in
the preparation of two new books. In this first volume Transport Planning and Traffic
Engineering 1 am very fortunate that Mike Bell, Peter Bonsall, Gerry Leake, Tony May
and Chris Nash agreed to participate in this endeavour. All are recognised experts in
their fields and I am honoured to be associated with them in this book.

Transport Planning and Traffic Engineering is essentially divided into four parts.

The first part (Chapters 1-11) deals with planning for transport, and concentrates on
the historical evolution of the transport task; transport administration and planning at the
governmental level in Britain; principles underlying the economic and environmental
assessment of transport improvement proposals, and of transport analysis and forecasting;
contrasting traffic and travel demand-management strategies; a basic approach to the
development of a town centre parking plan; planning for pedestrians, cyclists and disabled
persons; roles and characteristics of the various transport systems in current use; and
introductory approaches to the planning of public transport and freight transport systems.

Planning of any form is of limited value unless based on sound data. Thus the second
part (Chapters 12—15) is concerned with issues in survey design; observational and par-
ticipatory transport surveys; and studies relating to the prevention, investigation and
reduction of road accidents.

The third part (Chapters 16-23) deals with practical road design for capacity and
safety. It covers an introduction to traffic flow theory; the US highway capacity manual
and British design-standard approaches to road design; road accident considerations;
the geometric design of roads (including intersections) for both safety and capacity; an
introduction to computer-aided design; road lighting; and the design of off-street park-
ing facilities.

The final part (Chapters 24-28) is concerned with the management and control of
traffic in, mainly, urban areas. As such it concentrates on regulatory methods of traffic
management; in situ physical methods of traffic control; traffic signal control at inter-
sections and in networks; and the role and types of driver information systems.

Whilst this book is primarily aimed at senior undergraduate and postgraduate uni-
versity students studying transport and traffic engineering I believe that it will also be of
value to practising engineers and urban planners.

Coleman O’Flaherty
July 1996
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CHAPTER 1

Evolution of the transport task

C.A. O‘Flaherty

Everybody travels whether it be to work, play, shop or do business. All raw materials
must be conveyed from the land to a place of manufacture or usage, and all goods must
be moved from the factory to the market place and from the staff to the consumer.
Transport is the means by which these activities occur; it is the cement that binds
together communities and their activities. Meeting these needs has been, and continues
to be, the transport task.

Transport, because of its pervasive nature, occupies a central position in the fabric of
a modern-day urbanised nation. To understand this it is useful to consider how today’s
land transport system, and particularly its road system, has developed over time. In
Britain, as in most countries, this has been a story of evolutionary change with new
transport developments replacing the old in response to perceived societal and econ-
omic needs. How people live and work has also changed as a consequence of
improvements in lifestyle and in transport capabilities. What can be said with certainty
about the future is that these interactive changes will continue, and that it will be the task
of the transport planner and traffic engineer to cope with them.

Because of the pervasiveness of transport, ‘solutions’ to transport problems can have
major influences upon people’s lives. These influences are reflected in the constraints
which society currently places on the development and evaluation of road proposals;
that is, generally, they must be analytically based, economically sound, socially credi-
ble, environmentally sensitive, politically acceptable and inquiry proof. Meeting these
needs has resulted in the development in relatively recent times of a new professional
area, transport engineering.

Transport engineering applies technological and scientific principles to the planning,
functional design, operation and management of facilities for any mode of transport in
order to provide for the safe, rapid, comfortable, convenient, economical, and environ-
mentally compatible movement of people and goods. Traffic engineering, a branch of
transport engineering, deals with the planning, geometric design, and traffic operation
of roads, streets, and highways, their networks, terminals, abutting land, and relation-
ships with other modes of transport.

1.1 The road in history

The birth of the road is lost in the mists of antiquity. However, with the establishment
of permanent settlements and the domestication of animals some 9000 years ago, the
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trails deliberately chosen by people and their animals were the forerunners of the first
recognised travelways which, in turn, evolved into today’s streets, roads and highways.

Although the wheel was invented in Mesopotamia ca 5000 BC, it did not come into
wide usage as a carrier of humans or goods until well into the second millennium AD.
For thousands of years, therefore, the transport task was carried out by humans and
pack animals walking to their destinations. On long trips people rarely walked more
than 40 km in a day and, consequently, settlements tended to develop about well-used
resting places 15 to 40 km apart. Typically, these were at sites which had reliable
water supplies and were easily defended. These settlements, in turn, reinforced the
establishment of recognised travelways between these sites. Many settlements, espe-
cially those at crossings of streams and/or travelways, or on dominant sites adjacent
to waterways, eventually grew into villages and towns. Until the Industrial Revolution
these settlements rarely exceeded 45 minutes’ travel by foot from the outskirts to their
centres.

The first manufactured roads' were the stone-paved streets of Ur in the Middle East
(ca 4000 BC), the corduroy log paths of Glastonbury, England (ca 3300 BC), and the
brick pavings in India (ca 3000 BC).

The oldest extant wooden pathway in Europe, the 2 km Sweet Track, was built across
(and parts subsequently preserved in) marshy ground near Glastonbury. Corduroy road
sections have also been found in marshy ground in continental Europe. Many of these
formed part of a comprehensive network of trade routes, the Amber Routes,2 which
developed over the period 4000 BC to 1500 BC.

The oldest extant stone road in Europe was built in Crete about 2000 BC. About 50
km long, its function was to connect the then capital Knossos in the north of the island
with the southern port of Leben, thereby gaining access to the Mediterranean trade.
However, notwithstanding the many examples of stone roads which have been found in
various parts of the world, it is the early Romans who are now credited with being the
first real roadmakers.

The Roman road system was based on 29 major roads, totalling 78 000 km in length,
which radiated from Rome to the outer fringes of the Empire. The pavements were usu-
ally constructed at least 4.25 m wide to enable two chariots to pass with ease and legions
to march six abreast. These roads were constructed by the military, using slave labour,
to aid administration and enable the legions to march quickly to quell rebellion after an
area had been occupied. They had long straight sections to minimise travel time, and
often followed firmer and safer old travelways along the sides of hills. Many pavements
were constructed on embankments up to 1 m, sometimes 2 m, high (for defence reasons)
in locales where attacks were likely. Soil for the embankments was mostly obtained by
excavating longitudinal drains on either side of the road; in soft soils foundations were
strengthened by driving wooden piles. Stone pavements were laid with crossfalls to aid
drainage, widened at bends to accommodate the unwieldy carts and wagons of the day,
and reduced in width in difficult terrain.

Following their invasion of Britain in 55 BC, the Romans constructed some 5000 km
of major road in 150 years. This road system radiated from their capital, London (locat-
ed at the first upstream crossing of the Thames) and extended into Wales and north to
beyond Hadrian’s Wall. The withdrawal of the last legion from Britain in 407 AD
marked the final decline of the Roman Empire — and the breakdown for centuries of the
only organised road system in Europe.
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After about 100 years the Roman roads fell into decay from the wear and tear of nat-
ural and human forces. During the Dark Ages Britain was split into small kingdoms
whose rulers’ needs were parochial rather than national, so they exerted little effort to
preserve the through-roads. When sections became untraversable, trackways were sim-
ply created around them. New roads consisted of tracks worn according to need, with
care usually being taken to avoid cultivated land and private property. These practices
largely account for the winding nature of many of Britain’s present-day roads and lanes.

Throughout the Middle Ages through-roads were nothing more than miry tracks, and
the rivers and the seas tended to be relied upon as the main trade arteries. This was in
contrast with the situation in continental Europe, especially in France whose centralist
rulers built main roads radiating from Paris as a means of holding the country together.
The only significant commitment to road works in Britain was by the medieval religious
authorities, who saw road repairs as meritorious work similar to that of caring for the
poor and the sick. The suppression of the monasteries by Henry VIII removed these road
maintainers, however, and the new owners of the ecclesiastical estates were not inclined
to continue their road obligations.

1.1.1 Emergence of passenger transport

A feature of the Middle Ages was the growth of many prosperous villages into towns.
Consequently, lengths of stone-paved street were constructed within some of the larger
towns. The building of these roads was often associated with the need to provision towns
from their rural hinterlands, i.e. good access roads were needed to withstand the high
wheel pressures created by wagons and carts (and eventually, coaches with passengers).

The first non-ceremonial coach to be seen in Britain appeared in London in 1555.
However, Milan led Europe in the development of urban coach travel, with 60 coaches
in use in 1635.' Long wagon-coaches were in use in Spain as early as 1546 to provide
for long-distance passenger travel.

The first British stagecoach to stop at regularly-spaced posthouses to change horses
operated between Edinburgh and Leith in 1610. The development (in Austria) in the
1660s of the Berliner coach with its iron-spring suspension system led to the rapid
expansion of coach-type travel so that, by 1750, four-wheeled coaches and two-wheeled
chaises (introduced from France) had superseded horseback-riding as the main mode of
intertown travel for Britain’s wealthy and the growing middle class. This expansion of
coach travel was facilitated by major initiatives in road-making, initially in France and
then in Britain.

At the turn of the eighteenth century Britain’s roads were so abominable that
Parliament passed in 1706 the first of many statutes which created special bodies known
as Turnpike Trusts. These Trusts, which eventually exceeded 1100 in number and
administered some 36 800 km of non-urban roadway, were each empowered to con-
struct and maintain a designated length of road and to levy tolls upon specified kinds of
traffic. The development of the toll road system, particularly in the century following
1750, was important for a number of reasons: first, it resulted in the emergence of
skilled road-makers, e.g. John Metcalf, Thomas Telford, John Loudon McAdam; sec-
ond, it established that road-users should pay road costs; third, it determined the
framework of the present-day main road network; and fourth, it made coach travel
quicker, easier, more comfortable, and more attractive.
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By the turn of the nineteenth century the value of road drainage and of firm roads
with solid surfaces was widely accepted and many thousands of kilometres of good
quality main road had been built between towns. In urban areas heavily-trafficked main
streets were surfaced with stone setts. Wooden blocks were often used instead of stone
setts to alleviate the noise and unhygienic pollution engendered by animal-drawn iron-
tyred vehicles. Whilst these block roads were relatively easy to sweep, they were
slippery when wet, smelly, and had fairly short lives. Thus it was not until steel tyres
were replaced by pneumatic tyres (patented by Robert Thompson in London in 1845
and made workable by John Dunlop in 1888) and streets were surfaced with “artificial’
bituminous asphalt (mainly from the turn of the twentieth century) that these early envi-
ronmental pollution problems were alleviated.

1.2 Railways, bicycles and motor vehicles

With the advent of the industrial revolution, there was a great wave of migration from
the countryside and villages became towns and towns became cities. This was accom-
panied by a population explosion resulting mainly from improved living and health
conditions; for instance, in 1800 the population of England and Wales was less than 10
million (ca 17 per cent lived in towns of more than 20 000 population) and 100 years
later the population was over 30 million (ca 55 per cent in such towns). The material
successes of the Industrial Revolution were the catalysts for major changes in both intra-
urban and inter-urban transport.

1.2.1 Initiation of rail transport

The opening of the Surrey Iron Railway on 26 July 1803 — this, the first public railway,
was horse-drawn and operated between Wandsworth and Croydon in South London —
marked the onset of the rail age. When the steam-powered Stockton—Darlington railway
was opened in 1825, it was the beginning of the end for long-distance horse transport. The
transfer of long-distance passengers and goods from road to rail was practically instanta-
neous whenever towns were accessed by a railway. What McAdam called the calamity of
the railways fell upon the Turnpike Trusts between the years 1830 and 1850. The relative
advantages of rail travel over coach travel were such that many Trusts were quickly
brought to chronic insolvency and they began to disappear due to lack of traffic. The final
Trust collected its last toll on 1 November 1885 on the Anglesey portion of the
London—Holyhead road. In 1850 British railways carried some 67 million passengers; by
1910 this had risen to nearly 1300 million.

In continental Europe, steam traction was introduced into Germany (between
Niremberg and Fiirth) in 1835, and quickly spread into Russia (1836), Austria (1838),
the Netherlands (1839), Italy (1839), Switzerland (1844), France (1844), Hungary
(1846), Denmark (1847) and Spain (1848).}

At the same time as the railway was being developed for mainly long-distance trans-
port purposes, a number of other transport modes were also being developed for mainly
intra-urban travel purposes. The horse-drawn omnibus, first used in Bordeaux in 1812,
was introduced into London in July 1829. The horse-bus and the hansom cab were the
main movers of the middie class in towns — the fares were too high for usage by the
working classes — until the turn of the twentieth century. August 1860 saw the initiation
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of the first horse-tram service to be operated in England (in Birkenhead); it could carry
more people more comfortably and more quickly than the horse-bus. January 1863 saw
the opening of the world’s first ‘underground’ (steam) railway in London and, five years
later, the first ‘elevated’ urban railway was opened in New York.

Whilst the railway was a major connector for suburban towns in the late 1800s, there-
by encouraging an existing commuting tendency, it was the overhead-powered electric
tram, particularly the American electric streetcar of the late 1880s, that really changed
urban travel and urban form internationally. Twenty years after the introduction of the
first electric tramway to use an overhead-wire conductor (in Leeds in 1891) nearly every
town in Britain had its own network of low-fare electric tramways. Typically, these radi-
ated outward from the central areas of towns and flexibly serviced lower-density
residential areas along their routes. Thus low-cost efficient transport began to be clearly
associated with the development of residential suburbia. This relationship was firmly
established following the introduction of the municipally-operated motor bus (in
Eastbourne in 1903) and trackless tram, i.e. the rubber-tyred electrically-powered trol-
ley bus (in Leeds in 1911).

1.2.2 Bicycle and motor vehicle beginnings

While the above developments in public transport for the masses were taking place
throughout the nineteenth and early twentieth centuries, developments with even greater
potential were happening in respect of private transport on the road. These involved the
motor vehicle, which eventually caused the demise of the tramway systems (except in
Blackpool) as well as significant reductions in the usage of the other public transport
systems, and the bicycle.

The Macmillan bicycle of 1839 is generally credited with being the first true bicycle,
i.e. its forward motion was obtained with pedals without the rider’s feet touching the
ground. However, it was not until the development, some 35 years later, of the low
bicycle that the cycling boom really began. As it was developed technologically, and
road surfacings were improved, the bicycle was accepted as a cheap alternative to pub-
lic transport and, with the growing emancipation of women, cycling became socially
acceptable for both sexes. In the economically depressed 1920s and 1930s, the bicycle
became the private vehicle of the mass of the populace. Its use then grew to the extent
that, at its peak in 1952, about one quarter of all of Britain’s then vehicle-kilometres
were attributed to pedal cyclists. By 1993, however, the cycling traffic had dropped to
just over 1 per cent of the total road traffic.

Whilst there is some argument regarding the identity of the inventor of the first inter-
nal combustion engine, and when it occurred, there is no doubt but that the history of
the motor vehicle really began in 1885 and 1886 when Karl Benz of Mannheim and
Gottlieb Daimler of Constatt, respectively, working independently and unbeknown to
each other, produced their first motor vehicles: a petrol-driven tricar by Benz and a four-
wheel petrol-driven coach (minus shafts) by Daimler. These vehicles heralded a
transport revolution and the start of a return of four-wheeled traffic to the roads.

The motor vehicle had little effect upon rural travel or town development for some
considerable time. Until the introduction of the low-cost mass-produced Model-T car
(by Henry Ford, in the USA) prior to World War I, the motor vehicle was only enjoyed
by the wealthy for touring and pleasure-driving. Much more important to the then
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general populace were the low bicycle and public transport. Thus the first concerted
pressure for the improvement of rural roads came from the cyclists, who formed a Road
Improvement Association in 1886.

The considerable advantages which internal combustion engined vehicles had over
horse-drawn vehicles were recognised during the 191418 War, as the military invested
heavily in motor vehicles, especially lorries. After the war, the ready availability of sur-
plus lorries, and of trained personnel to drive and service them, was the catalyst for the
start of the transfer of freight from rail to road — a process which has continued since
then. At their peak in 1923 the railways moved 349 million tonnes of freight; 10 years
later this had dropped to 255 million tonnes.

1.2.3 Rise of the motor vehicle

After World War II, the 1950s saw personal incomes begin to climb and with increasing
affluence came a worldwide growth in the numbers and use of the motor vehicle. The
extraordinary usefulness and convenience of the motor vehicle and especially of the pri-
vate car, are reflected in the data in Fig. 1.1. In general, when people could afford a car
they bought it — and subsequently developed a car-dependent lifestyle.
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Fig. 1.1 Global trends in motor vehicle numbers: (a) actuals, 1930-90, and
{b} predicted by region, 1990-2030"

In 1903 there were 17 000 motor vehicles registered in Britain: 8000 cars (0.2 per 1000
population), 4000 goods vehicles, and 5000 public transport vehicles. Ninety years later
the total number had risen to 24.83 million (comprising 20.10 million private cars, 2.19
million light goods, 0.43 million (heavy) goods vehicles, 0.65 million two-wheelers,
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0.11 million public transport, 0.32 million agricultural, 0.98 million Crown exempt, and
0.05 million others). 84 per cent of the total vehicle growth and 90 per cent of the pri-
vate car growth took place after 1950.

In 1951 some 86 per cent of Britain’s 14.5 million households did not have a car,
while 13 per cent and 1 per cent had one and two cars, respectively. In 1992 the num-
ber of households had grown (by 54%) to 22.3 million, while the number without a car
dropped to 32 per cent; 45 per cent had one car, 20 per cent had two cars and 5 per cent
had three cars. Figure 1.2 and Table 1.1 show, however, that the proportions of house-
holds with and without cars vary considerably according to economic region and
household structure. Approximately 96 per cent of the households in the employer, man-
agerial and professional groups have direct access to a car; this compares with just over
half the households in the unskilled manual group.

Table 1.1 Households with reguiar use of a car, by household structure's

Percentage with
Household structure no car 1car 2 cars 3+ cars
1 person under 60 42 55 3 -
1 person 60 or over 79 21 - -
2 adults under 60 14 51 33 2
2 adults, 1/both over 60 32 55 " 1
3 or more adults 13 31 36 21
2 adult with child(ren)* 61 39 - -
2 adults with child(ren)* 12 53 33 2
3+ adults with child(ren)* 12 35 36 17
Total 32 45 20 5

Note: Due to rounding the totals do not equal 100 per cent
* A child is < 17 years and living in the parental home

-Since 1952 passenger-kilometres by private transport have increased by about 3 per
cent per annum while the number of cars has grown by 2.2 per cent annually. The avail-
ability of a car increased the amount of travel from a household, particularly for
non-work purposes; further, the greater the car availability per household, and the
wealthier the household, the greater the increase.

The Government has published* upper and lower forecasts of traffic and vehicles on
all roads, these, rebased to 1993, are shown in Table 17.13. They assume that Britain’s
gross domestic product will grow by between 3 per cent (high forecast) and 2 per cent
(low forecast) each year to 2025, and that no technical change will upset the dominance
of road transport in that time-frame. Note that, in 1993, the total motor-vehicle traffic
was 410.2 x 10° vehicle-kilometres, of which cars and taxis accounted for 82.1 per cent,
heavy goods vehicles 6.9 per cent, two-wheeled motorised vehicles 1.0 per cent, light
goods vehicles 8.9 per cent, and large buses and coaches 1.1 per cent.

Commercial (road) vehicles dominate the transport of freight in Great Britain. Table
1.2 shows the breakdown between the different transport modes for tonnes of freight
lifted and tonne-kilometres of freight traffic. Factors which favour the use of the road
for freight transport in Britain include:?
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Percentage of households with:
2 or more cars

1 car only

no car

Fig. 1.2 Households with regular use of a car, by economic planning region, in 1992
(based on data in reference 15)

1. population and industry are concentrated in a triangle with London, Leeds and
Liverpool at each apex, providing few lengths of haul long enough for rail to gain a
competitive advantage

. there are no long navigable (internal) waterways which can carry heavy barge traffic

. the motorway system, although heavily congested at times, is extensive

. deregulation of the haulage sector in 1968 freed it from capacity control and enabled
it to expand readily to meet new demand.

H W

Table 1.2 Freight transport by mode, 1993

Road Rail Water Pipeline
(t) {t-km) (t) (t-km) 14] (t-km) t (t-km)
Amount x10° 1.62 1345 0.10 138 0.14 52.0 0.13 116

Per cent 82 63 5 6 7 25 ] 5
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Also (until the Channel Tunnel was opened) Britain’s island location retarded the devel-
opment of a through rail link for the international movement of goods.

1.3 Some changes associated with the motor vehicle
Social change, growth in affluence, and changes in personal travel have always been linked.

1.3.1 Demographic changes

Until the advent of mechanised transport the size of a town was usually limited by how
far people could walk to/from work and shops and, in many larger towns, this led to high
residential densities and unhealthy living conditions. With the advent of increasing
affluence and urban transport in the mid-nineteenth century people began to spread
themselves and residential densities began to fall, although towns continued to grow due
to migration from the countryside. At the same time household sizes began to reduce;
for example, in England and Wales the average household sizes in 1901, 1951 and 1981
were 5, 3.6 and 2.7 persons, respectively.® These changes are mainly due to young peo-
ple forming their own households earlier, a lowering of the birth rate, and the trend for
the elderly not to live with their children.

In almost all developed countries there has also been a drift of population from large
cities to small towns over many years. The trends in Britain (which has a long history
of urbanisation) are reflected in Fig. 1.3 which shows that (a) London peaked in the
early 1950s and the main conurbations in the 1960s, (b) medium-sized cities are
approaching their peak at the present time, and (c) smaller towns are still growing
strongly. In older cities also, many of the traditional manufacturing industries are dying
so that the inner city areas surrounding the central business districts are left with a
declining number of job opportunities. New industries, especially high technology ones,
are preferring to locate in smaller towns or in the outer areas of larger towns where land
is cheap and access to the national road network is good. When both the origins and the
destinations of trips are in the outer areas trip lengths are increased, the provision of ade-
quate public transport services becomes more difficult and expensive but the use of cars
is made easier.” Service and retail jobs are still mainly central area-based and growing,
but not at a sufficient rate to counter the loss of public transport trips caused by declines
in the manufacturing industry in the area about the central business district.

As well as becoming more decentralised the organisation of work is also becoming
more flexible. For example, there have been significant increases in the numbers of self-
employed, part-time workers, women workers (rising from 25 per cent in the 1930s to
more than 40 per cent in the 1980s), and workers with more than one job, and these are
reflected in changing transport needs.

Although the population of Great Britain (56.40 million in 1992) is increasing only
relatively slowly, the increase in size of the driving-age cohort is much more rapid. 81
per cent of men and 53 per cent of women now have driving licences, and the propor-
tions are still growing. People are now living longer and it can be expected that car usage
amongst the elderly will also increase as time progresses and more of today’s working
generation enter retirement. At the other end of the scale the proportion of children taken
to school by car is increasing; it was ca 30 per cent in 1990 whereas it was only ca 1 per
cent a generation previously.?
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Fig. 1.3 Changes in population in towns of different size in England and Wales,
1931-817

There have been major changes in relation to where people shop. Only 5 per cent of
retail sales took place at out-of-town stores in 1980, but by 1992 this proportion had
grown to 37 per cent. Most out-of-town shoppers use cars on their shopping trips; the
great majority of people without cars do not shop at out-of-town centres and stores
because of difficulties in getting to them. It is reported’ that the catchment area of a
major edge-of-town store is 40 minutes’ driving time, while that for minor high street
stores is ca 20 minutes.
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1.3.2 Some trip patterns

An analysis® of travel data from a number of British towns has revealed a number of
important trends in relation to the changing patterns of urban travel.

L.

As the number of cars in a household increases, the total number of trips made per
person per day by all transport modes increases as a result of an increase in car trips.
Roughly, the effect of adding a car to an urban household is that about 4 additional
trips are made by car per day for a first car and about 3 for a second car; at the same
time trips by other modes are lost.

. For all modes and all households taken together (Table 1.3) the average person makes

0.77 work trips per day (29 per cent of all trip-making), 0.41 trips/day to and from
educational facilities (15 per cent), 0.33 shopping trips/day (12 per cent), 0.51 social
or recreational trips/day (19 per cent), and 0.67 trips/day for all other purposes
including non-home-based trips for whatever purpose (25 per cent). Note that the
data on which this table is based indicate that (a) even households without cars make
ca 10 per cent of their trips by car, mostly as passengers, while one-car and two-car
households use a car for 50-60 per cent and 70 per cent of trips, respectively; (b) the
most important single journey purpose is work, possibly because the journey to work
tends to be long and less likely to be walked; (c) home-based shopping trips are pro-
portionally only half as many in 2+ car households as in households without cars, and
(d) non-home-based trips are more important in car-owning households, possibly
because having a car makes it easier to chain together a series of trips for different
purposes.

. In general, use of public transport tends to be higher in larger cities while cycle and

motorcycle travel are more important in smaller cities or where the use of public
transport is low.

. The rate at which car ownership has risen in a country is largely determined by

national economic growth, and the ranking of car ownership in different countries is
generally reflective of their relative economic standings. Car ownership is only very
marginally affected by the level of public transport provision, i.e. good public trans-
port in any area seems to reduce car ownership levels by only about 0.04-0.06 car per
person.

. Higher operating costs do depress car ownership, but only to a small degree, i.e. a

fuel price increase of 10 per cent (in real terms) probably reduces car ownership by
about 2 per cent. However, a short-term rise in fuel cost of 10 per cent causes car traf-
fic to fall by 1-3 per cent, while the long-term fuel price elasticity is likely to be
larger.

. If a car is available for an urban journey, the roads are not too congested and parking

is easy, it tends to be used irrespective of the level of public transport fares because
of its greater door-to-door speed and comfort. Public transport tends to be more com-
petitive with the car in dense urban areas where road congestion reduces speeds and
makes driving less pleasant and where finding a parking space at the central destina-
tion is more difficult and expensive.

. While the car is convenient for those who have one, the car-based society is making

life more difficult for those households without a car. These mainly comprise the
poor, the elderly, and those who cannot drive or are unable to drive because of some
disability.



Table 1.3 Trip rates for different purposes in Britain (trips per person per day)®

Moped
and
Car Walk Pedal motor Car Car Al Public Al
Purpose ownership  (over 5 min) cycle cycle driver passenger car transport modes
Work 0 0.166 0.069 0.031 0.006 0.068 0.073 0.253 0.592
1 0.106 0.041 0.024 0.425 0.114 0.540 0.143 0.861
2+ 0.060 0.024 0.018 0.618 0.090 0.708 0.085 0.936
All 0.123 0.049 0.026 0.287 0.092 0.379 -0.181 0.768
Education 0 0.229 0.015 0.001 0.000 0.008 0.009 0.071 0.319
1 0.279 0.024 0.003 0.028 0.052 0.080 0.079 0.458
2+ 0.198 0.028 0.006 0.083 0.117 0.200 0.074 0.503
All 0.249 0.021 0.003 0.025 0.044 0.069 0.076 0.411
Shopping 0 0.194 0.011 0.003 0.001 0.011 0.012 0.153 0.365
1 0.097 0.009 0.002 0.092 0.064 0.155 0.059 0.319
2+ 0.057 0.007 0.003 0.134 0.053 0.187 0.029 0.282
Al 0.124 0.009 0.003 0.064 0.042 0.106 0.092 0.330
Social/ 0 0.194 0.017 0.009 0.003 0.067 0.070 0.131 0.418
recreation 1 0.110 0.018 0.009 0.208 0.161 0.368 0.046 0.552
2+ 0.081 0.021 0.011 0.318 0.183 0.502 0.031 0.649
All 0.137 0.018 0.009 0.142 0.126 0.268 0.079 0.512
Non-home- 0 0.194 0.020 0.008 0.010 0.042 0.052 0.117 0.390
based and 1 0.150 0.016 0.008 0.406 0.126 0.532 0.059 0.776
other 2+ 0.107 0.011 0.010 0.727 0.133 0.860 0.044 1.069
All 0.160 0.017 0.009 0.300 0.095 0.396 0.079 0.671
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1.3.2 Impact on public transport

Car availability is the biggest single factor affecting public transport usage. For exam-
ple, a first car in a household results in a drop in public transport trip-making of roughly
40 per cent while a second car removes a further 30 per cent.’

Buses are the most important form of public transport in most urban areas and it is
upon the (mostly) relatively short trip-making by bus that the car has had its greatest
detrimental effect. Figure 1.4 shows that between 1952 and 1993 the total bus and coach
passenger-kilometres declined by 54 per cent. The main events which contributed to this
decline are identified in Fig. 1.5. Identifying characteristics of frequent and infrequent
bus users are summarised in Table 1.4.
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Fig. 1.4 Movement of people in Great Britain, by mode, 1952-93 {based on reference 15)

The research upon which Table 1.4 is based also indicates that the current market for
local bus travel is likely to decline. The national projections given in Table 17.13 sug-
gest that no growth is expected in bus and coach travel in the foreseeable future.

The increase in car and van travel (+895 per cent) between 1952 and 1993 also had
a minor impact on rail passenger travel in that total rail passenger-kilometres declined
by 5 per cent. Closer examination of these data also shows, however, that the total num-
ber of passenger journeys made via British Rail over this time period declined from
1017 million to 713 million (-29.9 per cent) while the mean journey length increased
substantially; also the number of journeys via London Underground increased from 670
million to 735 million (+9.7 per cent).

The main usage of urban rail is normally for journeys to work. However, it is reported®
that London Underground’s market includes about 40 per cent commuters, 30 per cent
off-peak radial trips (e.g. shoppers), and 15 per cent visitors to London; of the visitor journeys
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Table 1.4 Examples of market segmentation for public transport”

Characteristic Most frequent users Most infrequent users
Local bus

Geographic Residents of London and major cities Residents of rural areas
Demographic Teenagers; women; pensioners Middle-aged men
Economic Unemployed; pensioners; low- Professional and

Car availability

paid; students; schoolchiidren;
housewives

No car and no licence

Long-distance rail: business

Geographic
Demographic
Economic

Car availability

Areas well served by rail
Younger working age; men
Professional and managerial

Multi-car and licence

Long-distance rail: non-business

Geongraphic
Demographic
Economic

Car availability

Areas well served by rail
Under 24; pensioners; women
Professional; students; servicemen

No car and licence or muiti-car
and no licence

managerial

Multi-car and licence

Areas with poor rail services
Teenagers; pensioners; women

Semi- and unskilled; pensioners;
housewives; unemployed

No car and no licence

Areas with poor rail services
Older working age; men

Semi- and unskilled; house-
wives; unemployed

One or more cars and licence
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about 90 million are made by persons from overseas and 20 million by visitors from
other parts of Britain. Identifying characteristics of long-distance rail users are also
given in Table 1.4. The research on which Table 1.4 is based suggests that the market
for long-distance rail travel for non-business purposes is likely to decline in the future
while that for business purposes is reasonably robust.

1.3.3 Impact on rail freight

Notwithstanding the growth in Britain’s economy, rail freight tonne-kilometres declined
by about 63 per cent between 1951 and 1993, while road freight tonne-kilometres
increased by over 365 per cent. The growth in road freight is undoubtedly due to the effi-
ciency and flexibility associated with using larger lorries to travel greater door-to-door
distances more quickly. New developments in manufacturing, like just-in-time produc-
tion with its demand for punctual delivery, require fast and frequent transport facilities
and are therefore likely to intensify the demand for road-based freight transport in the
future (see the large projected growth in Table 17.13). This is happening at a time when
the tonnes-lifted of bulk commodities (which are most suitable for transport by rail) are
in decline.

Nearly three quarters of the rail tonne-kilometres are now devoted to the movement
of only four commodities: solid mineral fuels (28 per cent), minerals and building mate-
rials (20 per cent), petroleum products (14 per cent) and metal products (12 per cent).
However, the Channel Tunnel (operationally opened 1993) has the potential to generate
at least a partial renaissance for intermodal rail transport by providing significant journey-
time savings vis-a-vis heavy commercial road vehicles involved in direct international
freight haulage.

1.3.4 Impact on the environment

The growth in the numbers and usage of the motor vehicle has taken its toll of the envi-
ronment in many ways, not least of which is through road congestion and vehicle noise
and emissions. Road accidents (see Chapter 18) are also a major cost in both monetary
and human terms.

Congestion

As well as imposing high costs on industry and road users through wasted time and fuel,
delayed deliveries and reduced reliability, congestion increases air pollution, global
warming and the usage of (scarce) oil resources. In urban areas, it encourages traffic to
use unsuitable residential roads, thereby endangering the quality of life of adjacent
householders. Overall, congestion costs in OECD countries are equivalent to about 2 per
cent of GDP.'®

Congestion in urban areas in Britain is currently being tackled by government poli-
cies which, mainly, seek better integration of land use and transport planning, greater
use of public transport in towns, and packages of traffic management measures aimed at
easing traffic flows on main roads; proposals for major road building proposals in urban
areas are not being encouraged. However, there is also considerable interest in Britain
at this time (and elsewhere!) into the feasibility/desirability of using road pricing to
reduce congestion on urban roads. Congestion on inter-urban roads is being tackled by
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the provision of an expanded road programme (which emphasises the widening of exist-
ing major roads) and by the use of improved technology (e.g. variable message systems
and signalised access-metering) to maximise ease of movement. The promotion of
increased rail usage as a means of reducing congestion on inter-urban roads is consid-
ered to have limited practical value; for instance, it is estimated'? that a 50 per cent
increase in rail passenger traffic would reduce road traffic by less than 5 per cent.

Traffic noise

Noise from vehicles disturbs sleep, impairs job performance, impedes the learning
process (especially in schools close to busy roads), hinders social activity and verbal
communication, and affects health through stress generated by frustration from lack of
sleep and a general deterioration in the quality of life. Many studies'’ suggest that to
comply with desirable limits for well-being indoors, the representative outdoor noise
level experienced during a 24-hour day should not exceed 65 dB(A). About 11 per cent
of Britain’s population are known to have been regularly exposed to outdoor noise lev-
els in excess of 65 dB(A) in the early 1980s while a further 39 per cent lived in ‘grey’
areas of 55-65 dB(A).

The traffic noise problem is being tackled to a limited extent by both legislative mea-
sures and traffic engineering ones. For example, from 1995 any new design of car must
not exceed 74 dB(A) when accelerating in low gear at full throttle; the new limit for the
heaviest type of commercial vehicle is 80 dB(A) and new motorcycles must not exceed
75-80 dB(A) according to engine size.? However, the full effects of these standards will
not be felt until the vehicle fleet is replaced over, say, 10-12 years. It is also government
policy for existing buildings and housing in black-spot noise areas to be protected with
anti-noise screens and sound-proofing, and for greater account to be taken of noise
abatement objectives in the location, design and operation of roads.

Emissions

The main emissions from motor vehicles are carbon dioxide (CO,) and what are termed
the air pollutants: carbon monoxide (CO), nitrogen oxides (NO,), oxides of sulphur
(SO,), hydrocarbons (HC), and lead (Pb) and other particulate matter. Two major con-
cerns arise regarding vehicle emissions: their impact on human health (estimated at
about 0.4 per cent of GDP in OECD countries'®) and on global warming.

It is now accepted that vehicle emissions can be the cause of ill-health, e.g. irritation
of cardio-respiratory, eye or other systems, acute toxic systemic effects, mutagenic or
carcinogenic action, and adverse effects upon the defence mechanism against common
infections. However, while the qualitative linkages are well established, quantification
is still difficult and controversial. A measure of the potential problem wherever vehicles
congregate can be gathered from the fact that in the centre of an average town, motor
vehicles usually account for 100 per cent of all CO and Pb levels, at least 60 per cent of
NO, and HC levels, about 10 per cent of the SO, level, and 50 per cent of particulate
levels.??

Certain gases which are in balance in the atmosphere create a natural greenhouse
effect that keeps the Earth’s surface temperature at a level suitable for life. However, as
a result of the world’s industrialisation and population increases of the past 200 years,
changes have taken place in the composition of the atmosphere which are causing global
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warming. The rate at which additional warming will occur in the future is very uncertain
as the mechanisms involved are complex, and future emissions depend on economic and
social factors. The principal gases contributing to global warming are also generated by
the motor vehicle; for instance, carbon dioxide contributes about half of the estimated
annual increase in warming and road transport currently contributes 14—16 per cent of
this gas. Thus, if vehicle emissions continue at their present levels and if predicted global
numbers of vehicles are achieved, road traffic’s contribution to global warming could help
threaten the planet in the long term.

The need to control emissions from vehicles is recognised and Britain is one of 155
nations which signed a treaty (the Rio Declaration) establishing guidelines for this pur-
pose. Steps currently being taken to alleviate this problem include:

e improving vehicle and engine design to reduce emissions from and usage of hydro-
carbon fuels

e using state-of-the-art technology to improve traffic flow and reduce congestion

e improving usage of public transport and minimising penalties associated with inter-
modal freight transfers

e imposing traffic restraint measures to relieve congestion and using improved com-
munication technology to replace person-movements with information flow.

1.4 Britain’'s road network

The first 40 years of the twentieth century were a time of evolutionary development for
roads, with the main emphasis being on ‘laying the dust’, reconstructing existing roads,
and providing work for the unemployed. In addition, there was opposition to the expan-
sion of road transport by a strong rail lobby. Consequently, in 1938 Britain’s road
network was essentially unchanged in total length (289 086 km) from that at the turn of
the century, and only 44 km of 4953 km of trunk road were dual carriageway. This was
in contrast with the USA (first Parkway in 1906), Italy (first Autostrada in 1924), and
Germany (first Autobahn in 1932) which had substantial lengths of motorway-type road
at the start of World War II.

The 1920s and 1930s also saw much inner-city slum clearance, a strengthening of the
flight of home-dwellers to low-density suburbs — helped by improved public transport
which provided access to cheap land away from crowded city centres — and the move-
ment by industry to sites adjacent to good roads. Traffic congestion in towns was mainly
tackled by road widenings to increase capacity.

Britain’s first motorway, the 13 km Preston bypass, was opened in 1958. In 1970 when
completion of its then target of 1600 km of motorway was in sight, the Government
announced plans to improve 6750 km of road to at least dual carriageway standard to
form a strategic inter-urban network for England which would tie in with previously pub-
lished strategic networks for Scotland and Wales. This was a fundamental development
in that it marked a national commitment to the comprehensive planning and construction
of a strategic network of high-calibre highways which would enhance road safety, be eas-
ily connected to all major centres of population, promote economic growth and regional
development, and divert through traffic from unsuitable roads in towns and villages.

The national road system in 1993 totalled 364 477 km and carried a traffic load of
410 x 10° vehicle-kilometres. Trunk roads (3062 km motorway, 1408 km urban trunk,
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and 10 822 km non-urban trunk) carried nearly one third of this traffic even though they
comprised just 4.2 per cent of the total length; the motorway network carried nearly one
half of the trunk road traffic.

Over 90 per cent of the trunk road network is non-urban. The total length of non-
motorway dual carriageway trunk road is 3522 km; the balance of the trunk network
(8707 km) is single carriageway. In other words, the trunk road classification does not
imply a guaranteed level of service; rather the service provided in any given locale is a
function of the road’s national and regional importance and can range from that provid-
ed by a motorway to that provided by an all-purpose road less than 5.5 m wide.

The majority of urban areas in Britain have cartwheel-type road patterns with central
business districts located at the centre. The spokes of the wheel are the radial routes
which developed historically to link town centres and suburbia to central areas; they
have high densities of development alongside and are heavily used by buses as well as
cars. Radial routes are normally single or dual carriageway all-purpose roads, depend-
ing upon traffic demand and parking availability in the central area. The hub of the
wheel is the inner ring road; its function is to promote the convenient use and amenity
of the central area by deflecting through traffic while affording convenient access to
essential traffic. The location and design of the inner ring road is bound up with the size,
layout and usage of the central area. In practice, this ring road may be round, square or
elongated, and may be incomplete on one or more sides.

Towns with populations of 20 000 or more tend to have a single inner/outer ring road,
whereas cities of more than 0.5 million may have inner and outer ring roads. The outer
ring road is the rim of the cartwheel. While it is now also used by through traffic to
bypass a town, its original purpose was to link outer communities and promote devel-
opment infill by acting as a distributor between radials. Thus these ring roads are
generally located within the lower-density outer fringes of urban development, and they
tend to be more circumferential than inner ring roads. Their quality of design and com-
pleteness depend upon needs at specific locations. Outer ring roads are not heavily used
by public transport.

In large urban areas intermediate ring roads may be located between the inner and
outer ring roads. Very often these intermediate rings incorporate existing local streets
with all their diversity of use.

1.5 A final comment

As well as providing a brief history of some major developments in land transport, a
major objective of this chapter has been to indicate that, as people’s lifestyles and social
needs have changed over the centuries, the means by which their transport needs have
been met have also changed. Social developments and transport provision are inextric-
ably related, and current transport problems are in many ways simply reflections of
today’s social needs. As times and needs change into the future, it can be expected that
new transport problems and ‘solutions’ will also emerge. These challenges present excit-
ing opportunities for the transport planners and traffic engineers of today — and
tomorrow.
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CHAPTER 2

Transport administration and
planning

C.A. O’Flaherty

Transport infrastructure and administration have been rapidly expanded in every devel-
oped country to meet people’s expectations and commercial and industrial needs. The
extent, rate and manner in which this is now occurring varies considerably from coun-
try to country, however. The following is a brief overview of the British approach to
transport administration and planning.

2.1 Transport administration in Great Britain

Responsibility for transport administration in Britain is divided between the central
Government and local authorities. At the national level the responsibilities are shared
between the Secretary of State for Transport (for England), the Secretary of State for
Scotland, and the Secretary of State for Wales, each of whom is supported by permanent
civil servants via their departments. At the local level they are shared between district
councils, London boroughs, and county councils.

2.1.1 The Department of Transport

Of the three national bodies, the Department of Transport (DOT) is the most authoritative
in respect of its responsibilities for land, sea, and air transport. These include: sponsorship
of the rail and bus industries; motorways and trunk roads; airports; domestic and interna-
tional civil aviation; shipping and the ports industry; and navigational lights, pilotage, HM
Coastguard and marine pollution. The Department also has oversight of road transport,
including: vehicle standards; registration and licensing; driver testing and licensing; bus
and road freight licensing; regulation of taxis and private hire cars; and road safety.

Because of the relationship between land use and transport the Department of
Transport interacts closely with the Department of the Environment, which has respon-
sibility in England for functions relating to the physical environment in which people
live and work, e.g. planning, local government, new towns, housing, inner city matters
and environmental protection.

In April 1994 a new executive agency of the Department of Transport, the Highways
Agency, was created to manage, maintain and improve the strategic motorway and trunk
road network in England on behalf of the Secretary of State and his supporting
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Ministers, who are the Minister of State for Railways and Roads, and the Parliamentary
Under-Secretary of State/Minister for Transport in London/Minister for Local Transport
and Road Safety. (There is also a supporting Minister of State for Aviation and
Shipping.) With this arrangement Ministers retain responsibility for overall Government
transport policy, for policy on trunk roads in England, and for determining the strategic
framework within which the Highway Agency is required to operate, including:

o the scale of the motorway and trunk road network

e the content and priorities of the new construction programme including decisions
about schemes entering the programme, the choice of preferred route, and final deci-
sions following public inquiries

e the methodology to be used for traffic and economic appraisal of motorway and trunk
road schemes

e the policy for charging for the use of inter-urban roads and private finance for roads.

The Ministers also determine the Highway Agency’s key objectives and targets and allo-
cate resources to it. Its current key tasks are to:

@ deliver the programme of trunk road schemes to time and cost

o reduce the average time taken to deliver trunk road schemes

e maintain the trunk road network cost effectively by delivery year on year of a struc-
tural maintenance programme

e improve the information supplied to road users through improved signing and better
information re roadworks.

In addition to its direct responsibilities the Department of Transport also influences
the transport decisions of local authorities through a variety of mechanisms. Key
amongst these is the provision (in conjunction with the Department of the Environment)
of planning policy guidance on transport matters which local authorities must take into
account when preparing their development plans. The Department of Transport also
oversees the provision of Transport Supplementary Grants to local authorities to assist
with capital expenditure on, for example, non-trunk roads of more than local impor-
tance, public transport improvements (including light rail) and significant street
lighting, road safety and traffic management schemes. It also publishes the results of
research (mainly through the Transport Research Laboratory) and provides advice
notes, circulars, and other planning and design information to local authorities. The
Department may also provide rural, public transport and innovation grants.

Rail transport

The main railway companies in Great Britain were nationalised in 1948. The British
Railways Board, which was established in 1962 and has its members appointed by the
Secretary of State for Transport, until recently operated the national mainline railway net-
work in accordance with Department of Transport policy and finance considerations. Its
services were divided into six business sectors. InterCity, Network SouthEast, and
Regional Railways were responsible for the passenger services: InterCity operated the
mainline passenger trains between major urban centres, Network SouthEast operated the
commuter rail services into London (excluding the services run by London
Underground), and Regional Railways operated the rural routes and services in urban
areas outside the south east of England. The other three sectors were Railfreight
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Distribution, Trainload Freight, and Parcels. A subsidiary company, European Passenger
Services Ltd, was also established to operate international passenger rail services through
the Channel Tunnel. Another subsidiary business, Union Railways, was se. up to take for-
ward proposals for a new high-speed rail link between London and the Channel Tunnel.

British Rail’s role is changing rapidly as a result of the Government’s decision to pri-
vatise the railway network. The Government’s policies (enshrined in the Railways Act
1993) involve:

e the franchising of all passenger services to the private sector

e the transfer of the freight and parcels operations to the private sector

o the provision of a right of access to the rail network for the new operators of the
privatised passenger and freight services

o the separation of track from train operations, so that a new track authority, ‘Railtrack’
(a government-owned company that is shortly to be privatised), is responsible for
timetabling, operating signal systems, and track investment and maintenance, while
passenger services continue to be operated by British Rail until they are franchised

o the establishment of a ‘Rail Regulator’ to oversee the fair application of arrangements
for track access and charging, and for promoting competition and the interests of
consumers

o the setting up of an ‘Office of Passenger Rail Franchising’ responsible for determining
minimum service standards and for negotiating, awarding and monitoring franchises

e the creation of opportunities for the private sector to lease stations

e the development of subsidy arrangements for individual rail services or groups of
services that are socially necessary, albeit uneconomic.

British Rail restructured its passenger services into 25 train-operating units as a basis for
the privatised rail network, and over half of the services were to be franchised by April
1996." Freight users have had rights of access to the rail network since April 1994; this
allows the introduction of services by rail freight operators from the private sector. The
Channel Tunnel (which is estimated to have cost ca £10 000 m) was formally opened
on 6 May 1994, and a British-French group has been granted a 65-year operating con-
cession for the tunnel by the British and French Governments. Proposals have been
developed for a private consortium (which will be aided with government grants) to
build a new high-speed line from London to the Channel Tunnel; this consortium will
also take over both Union Railways and European Passenger Services.

London Transport (LT), which is the body responsible for the provision of public
transport (including rail transport not provided by British Rail) in Greater London,
became responsible to the Department of Transport in 1984. In 1985 London Transport
set up two wholly-owned major operating subsidiaries, London Underground Ltd (LUL)
and London Buses Ltd (LBL). London Underground Ltd operates high-speed train ser-
vices on (currently) 383 km of railway of which 41.5 per cent runs underground in the
centre before rising to the surface in the suburbs.

The third railway system in London is the Docklands Light Railway (DLR). This is
a separate 23 km long surface route that currently connects the City of London with
Docklands, Beckton, and Stratford. In 1992 the ownership of the DLR was transferred
from London Transport to the London Docklands Development Corporation.
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2.1.2 Local authorities

The structure of local government in Britain is currently under review. At the time of
writing the local authorities for non-trunk roads (i.e. roads that are not the responsibility
of the Department of Transport) are: in England the metropolitan district councils, the
London borough councils, and the county councils; in Scotland the regional and the
islands councils; and in Wales the county councils.

Metropolitan counties

In addition to London there are six conurbations that are styled metropolitan counties in
England: Greater Manchester, Merseyside, South Yorkshire, Tyne and Wear, West
Midlands and West Yorkshire. Each of these metropolitan counties is divided into dis-
tricts (36 in all). Each metropolitan district has a single tier of local government, the
metropolitan district council, which is the planning authority for its area and is therefore
responsible for development control and the granting of planning permissions. Each dis-
trict council is also responsible for non-trunk roads and associated functions such as
traffic management and parking within its area.

Public transport policy in a metropolitan county is the responsibility of a Passenger
Transport Authority (PTA). Each PTA is composed of representatives from the county’s
constituent district councils, and has a Passenger Transport Executive (PTE) to carry out
its executive and administrative tasks. Prior to the 1985 Transport Act, PTAs/PTEs had
very considerable powers and operational responsibilities in relation to public transport
services within the conurbations. However, by mid-1994 their bus operations had been
privatised and they had lost their power to provide financial support to determine the
overall level of fares. Their main emphasis is now on policy matters, including the co-
ordination of public transport; for instance, they may enter into agreements for the
provision of passenger rail services, administer concessionary fare schemes, ensure
school transport services, and identify and (after competitive tender) subsidise socially
desirable but non-profitable bus routes to secure specific fare and service levels. In Tyne
on Wear, Greater Manchester and South Yorkshire, they still have responsibilities in
respect of the Metro, Metrolink and Supertram light rail systems, respectively. The
PTAs are also the bodies which deal with the licensing of taxis and private hire cars in
the metropolitan counties.

London

Greater London, which has an administrative area of about 1580 km? and a resident pop-
ulation of ca 7 million, comprises 32 boroughs and the City of London. Each London
borough council effectively acts as a unitary authority with land use planning and trans-
port powers along the lines of a metropolitan district council. In the case of public
transport and traffic management, however, there are some significant differences.

The members of the London Transport Board are appointed by the Minister and, as
noted previously, the Underground rail system is operated by the Board through its sub-
sidiary London Underground Ltd. Privatisation of London Transport’s twelve
area-based bus subsidiaries (established under London Buses Ltd) was completed at the
end of 1994; however, comprehensive network planning and competitive tendering for
socially necessary but uneconomic routes was retained by London Transport. (The
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London-wide ‘travelcard’ concessionary travel scheme that is a major incentive encour-
aging the use of public transport was also continued.)

London also has an independent Traffic Director with London-wide traffic manage-
ment powers. The Traffic Director is currently responsible for the coordination,
introduction and operation of a ca 500 km ‘Red Route’ network of priority roads in
Greater London (composed of 300 km of trunk roads, with the balance being local
authority roads) by the end of 1997 which are marked by red lining and special signs,
and are subject to special parking, loading and stopping controls and other traffic man-
agement measures. The Traffic Director is required to ensure specified reductions in
accidents, improvements in bus journey times, and bus reliability; to improve facilities
for cyclists, pedestrians, and people with disabilities; and not to encourage further car
commuting into central London or more traffic to cross the central area. The
‘Government has instructed the Traffic Director to prepare the Local Plans for the trunk
roads (see Section 2.2 for discussion of the land use planning process).

Non-metropolitan counties and regions

Outside of London and the six metropolitan counties, England is currently administered
through a two-tier system of local government based on non-metropolitan counties
which are subdivided into districts. Each English county and each district within a
county is run by a separate council. Wales also has a two-tier local government system,
as does mainland Scotland (except that in Scotland the senior tier is composed of region-
al councils instead of county councils). There are also three unitary local authorities in
Scotland, i.e. the Orkney, Shetland and Western Isles island groups, each of which has
a single all-purpose council.

The Government has announced its intention to change this local government struc-
ture. Thus from April 1996 all local authority areas in Scotland and Wales will be
governed by unitary councils. The two-tier system of local government will generally
continue in England, except that some 20 of the larger towns and cities will have uni-
tary councils.

Currently, however, the county/regional councils are the land use planning and trans-
port planning (except for trunk roads) authorities for their areas, having roles generally
similar to those of the metropolitan district councils. A significant difference, however,
is that there are no passenger transport authorities; instead the PTA-type responsibilities
are directly exercised by the councils. The functions of a PTA are undertaken by
Strathclyde Regional Council in respect of the Greater Glasgow conurbation.

Following the 1985 Transport Act the local bus operations owned by the district and
regional councils were formed into ‘arms length’ Passenger Transport Companies (PTCs)
and encouragement was given to their privatisation. At the time of writing about 20 PTCs,
i.e. less than half the number in 1985, still remain in local authority ownership.?

All long-distance bus and coach services are now operated by private enterprise.
Privatisation of the nationalised National Bus Company (the largest single bus and
coach operator in England and Wales) and of the Scottish Bus Group (the largest bus
operator in Scotland) were completed in 1988 and 1992, respectively. There are now no
restrictions on the routes served, or on the number of vehicles operated on each long-
distance route, by private operators.
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2.2 The statutory land use planning process

The town and country planning system in Great Britain is designed to regulate the devel-
opment and use of land in the public interest. In the non-metropolitan areas it is driven
by a development planning process which involves the preparation of structure plans
which set out strategic policies in non-metropolitan counties/regions, and of comple-
mentary local plans, waste local plans and mineral local plans which set out detailed
development policies for non-metropolitan districts. In the London boroughs and the
metropolitan districts the planning authorities prepare unitary plans which combine the
functions of structure and local plans.

Each non-metropolitan county council is currently required to prepare and continually
update a Structure Plan for the area over which it has jurisdiction. This is a major state-
ment of the key strategic policies that are deemed structurally important to the
development of land over the subsequent 15 years, and which can be used as a framework
for local planning by district councils and National Park authorities. Its strategic nature
is emphasised by the limitation that the structure plan must contain a key diagram rather
than a map — and this key diagram cannot be reproduced on an Ordnance Survey base.

Policies included in structure plans? relate to housing, conservation of the natural and
built environment, the rural economy, the urban economy (including major employ-
ment-generating and wealth-creating developments), strategic transport and road
facilities and other infrastructure requirements, mineral workings and resources, waste
treatment and disposal, tourism, leisure and recreation, and energy generation.

Each district council/National Park authority is required to prepare and continually
update a local plan for, usually, the following 10 years which develops the strategic poli-
cies and proposals of the structure plan and relates them to precise areas of land defined
on an Ordnance Survey base map. As such it provides the detailed basis for the control,
coordination and direction of land use development, whether it be publicly or privately
owned. In practice, the local plan is also the main means by which detailed planning
issues are brought before the public.

The Local Government Act 1985 which established the London borough councils and
the metropolitan district councils as the planning authorities also ushered in a new sys-
tem of development planning for the new authorities: Unitary Development Plans
(UDPs). These plans replace the structure, local and other development plans for the
areas for which they are prepared. Each UDP has two parts: Part 1 contains the strate-
gic policies previously included in a structure plan, and Part 2 contains the more detailed
information that would normally be included in a local plan. In this instance, however,
both parts are prepared by the same planning authority.

Development plans must contain land use policies and proposals (including time
frames and priority) relating to the road and rail network and to related services, e.g. rail
depots, public transport interchange facilities, docks and airports. These must also
reflect regional and national policies. Currently, for example, local authorities are
required’ to adopt planning and land use policies that:

e promote development within urban areas, at locations highly accessible by means
other than the private car

e locate major generators of travel demand in existing centres which are highly acces-
sible by means other than the private car

e strengthen existing local centres — in both urban and rural areas — which offer a range
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of everyday community, shopping and employment opportunities, and aim to protect
and enhance their viability and vitality

e maintain and improve choice for people to walk, cycle or catch public transport rather
than drive between homes and facilities which they need to visit regularly

e limit parking provision for developments and other on- or off-street parking provi-
sion to discourage reliance on the car for work and other journeys where there are
effective alternatives.

The aim underlying these national policies is to reduce the need to travel, especially by
car, by influencing the location of different types of development relative to transport
provision (and vice versa), and by fostering forms of development which encourage
walking, cycling and public transport use.

2.3 Finance

Prior to the 1980s transport was generally regarded as a public good, most transport
infrastructure costs came from the public purse, and it was accepted as the norm that
public transport revenues would be supplemented by governmental authorities.
Following deregulation, the financing of roads, railways and public transport changed as
components of the transport industries were sold or franchised.

Factually, there is no relationship between the money raised by government through
its taxes on passenger and freight vehicles using the road and rail systems and the expen-
ditures which it lays out on these systems. For example, in 1992 the taxes raised from the
road system totalled £21.46 billion whereas the recurrent and capital expenditure (includ-
ing subsidies and capital grants) on roads in the same year amounted to £7.46 billion.*

The Department of Transport receives most of its funding directly from the Treasury
as part of the national budgetary process. An important aspect of the European
Community’s policy in regard to regional development is the provision of transport
infrastructure to link the member states; as a consequence the Government is also the
recipient of funding ($18 million in 1993/94) from the EEC for trunk road, rail and har-
bour developments that meet their criteria.

Capital expenditure on rail infrastructure (which is now the responsibility of
Railtrack) is now provided from the access charges paid by train-operating companies.
It is now government policy to seek to expand the investment by private enterprise in
rail infrastructure; thus, for example, the proposed £2700 million high-speed rail link
between London and the Channel Tunnel is expected to involve financial commitments
by the public and private sectors.

In 1992/93 the British Railways Board received £1354 million in capital grants and
subsidies; most of this (85 per cent) was from the central government for the public ser-
vice obligation of operating sections of the rail passenger network that would otherwise
not cover their costs, while 7.6 per cent was from Passenger Transport Executives.®
(Subsidies have greatly increased since then, however, as a result of train operators hav-
ing to pay commercial charges for track access and to lease rolling stock under the new
organisational arrangements.) In 1992/93 the Government also subsidised London
Transport to the extent of £956 million; some two thirds of this was for capital works
(most for London Underground and the Docklands Light Railway), 17.5 per cent was
revenue support for the buses, and 11.7 per cent was for concessionary fare reimburse-
ments (for passengers).
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In 1992/93 some £711 million was also paid by the Government as grants and subsi-
dies for bus and tram operations outside the London region. Of this amount 33 per cent
was for revenue support, 44 per cent was for concessionary fare reimbursement (for pas-
sengers), and the balance related to fuel duty rebate.

Of the £4336 million spent on road construction in Great Britain in 1993/94 some 59
per cent was spent on the national road network (for new road construction/reconstruc-
tion, major maintenance, etc.) while 41 per cent was spent on local roads and car parks.

The Government is 100 per cent responsible for capital expenditures on trunk road
schemes. Local authority expenditure on roads and public transport comes mainly from
the central government in the form of block rate support grants (RSGs) and transport
supplementary grants (TSGs). (Note, however, that the use of TSGs is now being con-
fined to road schemes.)

The block rate grant is an amount calculated by the Department of the Environment
which is supposed to enable each local authority to provide its services to a required
standard. A local authority may use some of its block funding for transport purposes,
e.g. for road maintenance or to support borrowing for capital works on roads.

A local authority with transport responsibilities is also required to submit annually
to the Department of Transport a transport policy and programme (TPP) document
which sets out the aims of its transport policies (which must be consistent with the
development plans) and provides a costed 5-year programme of capital works for road
and traffic regulation. Each TPP is considered on its merits, and the Department of
Transport may agree that a transport supplementary grant (TSG) covering a share of
the cost be allotted for road construction (e.g. for a bypass, or a road on the primary
route network, or a major urban road) or for major traffic regulation purposes (e.g. for
an urban traffic control system) on road proposals that are of more than local importance.

In recent years significant amounts of private capital have also been invested in local
roads by private developers, in return for being granted planning permission by local
authorities for related development projects. With Government approval a local author-
ity may also borrow money for transport infrastructure projects; it may also obtain
grants under Section 56 of the 1968 Transport Act toward the cost of approved public
transport schemes. The remainder of a local authority’s expenditure on transport nor-
mally comes from a Council Tax which is levied on the local community on the basis of
business and private property values.

2.4 Some transport planning considerations

For many years the main focus of transport planning related to the provision of roads.
Figure 2.1 shows in a simplified way the steps involved in the governmental process relat-
ing to the development of a trunk road scheme in a rural or urban area. A similar process
is followed in relation to major roads sponsored by local councils except that
structure/local/unitary plan approvals are involved. These processes can take 1015 years
(between when a scheme is first conceived and its actual opening to traffic) depending on
the size, location and complexity of the schemes and their acceptability to the public.

While all the stages in Fig. 2.1 are important, the traffic/transport study, the economic
and environmental assessments, and the public consultation processes deserve some
overview comments here.
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Fig. 2.1 Stages in the development of a trunk road scheme in Great Britain™

2.4.1 Transport/traffic study process: an overview

At some stage(s) in the planning of a road or road system it will be necessary to carry
out traffic studies to estimate the volume(s) of traffic that will have to be considered in
a design year, as well as to satisfy statutory obligations relating to noise. Traffic data are
also required for economic and environmental assessments in relation to the justifica-
tion, scale and location of scheme alternatives. The collection and analysis of data can
be a complicated process, particularly in urban areas. Why this should be so can be illus-
trated by examining the traffic components that constitute the design-year volume for a
new/improved road.
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Components of the design volume for a road

Traffic volumes for some future design year are derived from measurements of current
traffic and estimates of future traffic. In Britain the design year is normally taken as 15
years after the opening of the road/road improvement. Given that 10~15 years may
elapse before a road scheme is open to traffic, the actual design period may therefore be
up to 30 years into the future. Therefore, when carrying out prediction exercises it needs
to be appreciated that their credibility declines with increasing time into the future.
The basic constituents of the design volume for an individual road are shown in
Fig. 2.2. By current traffic is meant the number of vehicles that would use the new road
if it were open to traffic at the time the current measurements are taken. Current traffic
is composed of reassigned traffic and redistributed traffic. Reassigned traffic is the
amount of existing same-destination traffic that will immediately transfer from the exist-
ing road(s) that the new road is designed to relieve. Redistributed traffic is that which
already exists on other roads in the region but which will transfer to the new road
because of changes in trip destination brought about by the new road’s attractiveness.
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Fig. 2.2 Constituents of a road’s design traffic volume

On low-volume roads in rural areas, classified traffic count data alone may be suffi-
cient to evaluate the current traffic volumes. In this case (and provided that the
implications of overestimation/underestimation are not important) the numbers of vehi-
cles attracted to the new/improved road may be estimated adequately by an experienced
traffic planner having a thorough knowledge of local traffic and travel conditions.
However, with high-volume rural roads or bypasses around smaller urban areas the sit-
uation becomes more difficnt and more rigorous techniques are required to validate the
estimates of current traffic patterns. Information regarding journey times is normally also
needed to estimate the traffic likely to be attracted to the new/improved road; i.e. the
greatest number of vehicles will be attracted when the travel time and/or distance sav-
ings are significant.
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Normal traffic growth is the increase in traffic volume due to the cumulative annual
increases in the numbers and usage of motor vehicles. In this respect care needs to be
taken when deciding the extent to which national projection figures (see Table 17.13)
should be applied to particular local situations, to ensure that the figures finally selected
reflect the local growth rates. For example, one detailed study® suggested that for a
national saturation level of 0.45 car/person it is likely that saturation leveis of 0.25-0.30
would apply to the central cities of conurbations (including Inner London), 0.30-0.45 to
other large cities, and 0.45-0.60 to other areas. Local differences are also reflected in
Table 2.1 which shows the variations in the annual distances travelled per person by all
modes for different regions in the period 1991/93 vis-g-vis 1985/86. Also, between the
periods 1985/86 and 1991/93 the travel distances by car in all regions grew to 8332 km
(80 per cent of the total personal travel) from 6502 (76 per cent).

Table 2.1 Average distance, km, travelled per person per year by region of residence,
1991/93 (based on reference 15)

Other English South East Rest of

metropolitan (excluding England
London areas London) and Wales Scotland
All modes
1991/93 8723 8652 13 142 10 689 9315
All modes
1985/86 8148 7033 10 618 8718 7485

By generated traffic is meant future vehicle trips that are generated anew as a direct
result of the new road. Generated traffic is generally considered to have three constituent
components: induced, converted, and development traffic. (See reference 6 for an excel-
lent recent examination of generated traffic.)

Induced traffic consists of traffic that did not exist previously in any form and which
results from the construction of the new facility, and of traffic composed of extra jour-
neys by existing vehicles as a result of the increased convenience and reduced travel
time via the new road. Converted traffic is that which results from changes in mode of
travel; for instance, the building of a motorway may make a route so attractive that traf-
fic which previously made the same trip by bus or rail may now do so by car (or by lorry,
in the case of freight). Development traffic is the future traffic volume component that is
due to developments on land adjacent to a new road over and above that which would have
taken place had the new road not been built. Increased traffic due to ‘normal’ development
of adjacent land is a part of normal traffic growth and is not a part of development traffic.

If the journey time by the new road divided by the time by the quickest alternative
route, i.c. the travel time ratio, is high it can be expected that the amount of induced traf-
fic will be low. The amount of converted traffic is mainly dependent upon relative travel
costs, convenience and journey times. Experience with highly improved/new major
roads suggests that adjacent lands with ready access to them tend to be subsequently
developed more rapidly than normal; consequently the amount of development traffic
generated depends upon the type of development and the extent to which the planning
authority encourages/allows it to take place.
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Comprehensive transport demand studies

The estimation of traffic flows on new/improved roads for some future year is at its most
complex within large urban areas where the influences upon the road and rail transport
systems are immense and, often, the data required to plan can be obtained only by carry-
ing out a comprehensive study.

These studies can take many forms, but the classical land use transport study process
is as follows:

1. carry out inventories and surveys of: goal and objectives; present travel activities of
persons and freight; present traffic facilities, public transport services, and transport
(including parking) policies; present and future land uses and populations; and appro-
priate present and future economic, environmental and employment data

. determine existing interzonal travel patterns, and derive and calibrate mathematical
models to represent them

. develop and evaluate transport options to meet future needs

. use the models developed at 2 to predict future trips for the scenarios outlined at 3

. select the optimum acceptable option, and develop this in detail

. continue replanning of the transport system to the extent that the available funds (and
the techniques available to analyse further the ageing database) allow.

N
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Most of the land use transport studies of the 1960s and 1970s put a major proportion of
their resources into data gathering and the development of the representational models
and gave only limited consideration to the generation of transport solutions to be tested
by these models. Some of these models also gave an illusion of accuracy and objectivi-
ty which subsequent analyses showed not to be valid. Very few of the studies made any
real attempt to gauge public attitudes to their proposed solutions, or to establish update-
able analytical systems to support review and revision. Thus, while much good technical
work and in many instances good outcomes were achieved by many of these studies,
their credibility came into dispute in the 1970s and 1980s.

In recent years the term ‘Integrated Transport Studies’ has begun to be applied to var-
ious transport studies carried out in large urban areas in Britain. As shown in Table 2.2
one version of the new approach begins with a statement of vision for the city and ends
with detailed evaluation of the preferred strategy. Typical objectives for such a transport
study are:” efficiency in the use of resources; encouragement of economic regeneration;
accessibility within the city and to regional, national and international facilities; envi-
ronmental quality, including noise, air pollution, severance, townscape, safety and
security, global impacts, and sustainability; and practicability, in particular financial fea-
sibility. The integrated transport planning approach outlined in Table 2.2 emphasises the
use of simplified models for sketch planning and experimentation purposes. Other ver-
sions of the integrated transport study approach use more complex models to test
alternative policies/proposals.

The scale of operation involved in the collection of data for a comprehensive trans-
port study is most easily illustrated by considering some of the information-gathering
carried out in 1991 as part of the London Area Transport Survey (LATS).® This is the
fourth comprehensive transport study carried out in London; the previous three were
carried out in 1962, 1971 and 1981, respectively. The 1991 LATS, which updated and
extended these earlier studies, is the largest programme of data collection ever undertaken
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Table 2.2 An integrated transport study process’

® A statement of vision for the city

® A set of transport policy objectives consistent with the vision which serves as the basis for the
appraisal framework

® The definition of a series of performance indicators, both quantitative and qualitative, of the
objectives to include in the appraisal framework

® The development of a strategic forecasting model and associated processing tools to provide
information for the appraisal framework

® Definition of a range of future economic and land use scenarios for the city

® Identification of future transport and environmental problems, typically for a 20 year horizon,
for each of the scenarios, on the assumption that only currently committed transport policies
are implemented (the do-minimum strategy)

® Compilation of a long list of transport policies capable of addressing the identified problems

® At this stage, in some studies, a process of local consultation to obtain views on the identified
problems and to elicit suggestions for further policies to be added to the long list of measures

@ Packaging all the transport policy measures into a set of illustrative strategies representing dif-
ferent concepts for addressing the problems (e.g. a road-based strategy, a rail-based strategy
and a management and pricing-based strategy)

® Appraisal of the initial strategies {generally against the background of a single economic and land
use scenario) and extensive sensitivity testing to identify the policy measures which contribute
most effectively and which are supportive of one another

® Preliminary assembly of the measures on which to base a preferred strategy

® Potentially, a second round of consultation to present the results of strategy tests and to obtain
views on the preliminary composition of the preferred strategy

@ Further testing and refinement of combinations of the selected policy components to produce a
preferred strategy in which the measures are combined to achieve as much synergy as possible

® Robustness testing of the preferred strategy against alternative planning scenarios and re-
adjustment of the strategy for different scenarios in the light of the findings

for travel in London.* It involved carrying out major household and roadside interview
surveys, and a number of smaller surveys designed to fill gaps in the major survey data,
e.g. surveys of coach passengers and Inter-City rail passengers, a cordon count in Inner
London of bus passengers, and a diary survey of drivers at the outer cordon. Data on
weekday rail travel between 7 a.m. and 9 p.m. were obtained from British Rail (Network
South East) and London Transport Underground.

The study area defined by LATS included 3.07 million households (70 000 in Central
London, 1.02 million in Inner London, and 1.97 million in Outer London) and
7.47 million people. It was bounded by and included the M25 London Orbital motor-
way, and parts of boroughs that extend outside the M25. Quter London, which
comprised nearly two thirds of the population and 86 per cent of the spatial area, was
defined as the outer London boroughs and the surrounding area between the Greater
London boundary and the M25.
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The household survey involved some 60 000 households, each of which provided
information on the round-the-clock travel by its residents on a weekday and a Saturday.
The roadside interview survey provided information regarding the origins and destina-
tions of weekday vehicular movements in and around London by residents and
non-residents. Vehicles entering the LATS area were interviewed at sites on the outer
cordon (just outside the M25) or on slip roads joining the radial motorways for traffic
travelling toward London. Traffic movements in the wider M25 corridor were deter-
mined from interviews on radial screenlines that were extended outside the LATS
boundary. Vehicle movements within the study area were determined from interviews on
an internal network of screenlines and cordons.

The various surveys gave a comprehensive picture of travel in London by all modes and
people (whether residents or not). It determined, for example, that over 20 million trips
were made either wholly or partly within the LATS area on a typical weekday in 1991,
and that some 4 million of these were walking trips by London residents. Table 2.3 shows
that 58 per cent of the 15.8 million non-commercial vehicle trips had their origins in Outer
London, and that 78 per cent of these also had their destinations in Outer London.

Table 2.3 Non-walk trips x 10 in London, by area of origin and destination*

Destination
Central Inner Outer
Origin London London London External Al
Central London 0.5 05 0.5 0.3 1.8
Inner London 0.7 2.0 0.7 0.2 35
Quter London 0.5 0.7 7.1 0.7 9.1
External 0.3 0.1 0.7 0.3 1.4
All 2.0 3.4 9.0 1.4 15.8

2.4.2 Economic assessments

At various stages in the developmental process associated with a major road it is usual
to carry out economic assessments of the route alternatives being considered so that they
can be compared with the ‘do-minimum’ case that is the basis for comparison with all
options. Economic evaluations can be carried out in many ways. That which is com-
monly used in Britain, particularly for trunk roads, involves the use of a computer
program known as COBA 9° to determine the present values of the benefits and costs
associated with each option under consideration.

Figure 2.3 sets out the means by which the COBA program calculates the present val-
ues of the benefits and costs, to obtain the net present value of a preferred scheme. In
practice, COBA analyses are used to contribute to various decisions, for example:

e assessing the economic justification for a corridor improvement prior to its inclusion
in the Department of Transport’s preparation pool

e determining the priority that might be accorded to an individual scheme, by comparing
its rate-of-return with those from other proposed schemes in the region/country

e estimating the timing of a scheme, including the merits of staged construction

e helping in the selection of a short list of alignment options to present at public
consultations
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e helping in the selection of a preferred option to recommend to the Minister after pub-
lic consuitation and public inquiry

e assisting in the selection of economically optimal link design standards to use with
the various options under consideration

e assisting with the initial economic assessment of the optimal intersection design to
use with the various options.

2.4.3 Environmental assessments

Economic assessments are major contributors to decision-making in relation to new/
improved trunk roads; however, they are not normally the sole contributor. In Britain,
the economic assessments arc combined with a bundle of twelve environmental assess-
ments to form an assessment framework which is normally the basis for selecting a
preferred route, for choosing between options within a route corridor, for public con-
sultation and (if needs be) public inquiry and, ultimately, for decision-making through
the political process (i.e. the Secretary of State for Transport) as to whether the proposed
scheme should proceed.

The twelve environmental impacts which are currently assessed in relation to the
framework are:!? air quality; cultural heritage; disruption due to construction; ecology
and nature conservation; landscape effects; land use; traffic noise and vibration; pedes-
trian, cyclist, equestrian and community effects; vehicle travellers; water quality and
drainage; geology and soils; and policies and plans. The extent to which any one of these
is more or less important depends upon the proposal in question. Some of these impacts
can be measured quantitatively; other can only be assessed qualitatively. Reference 10
provides details of how these assessments are carried out, including the preparation of
environmental impact tables for public consideration in conjunction with the economic
consequences. The following is a brief overview of the environmental factors.

Air quality

This evaluation involves making a comparison between current air quality levels and
those anticipated in the design year on the basis that the scheme is proceeded with, and
that it is not. The vehicle pollutant levels assessed under this measure include carbon
monoxide (CO), oxides of nitrogen (NO ), hydrocarbons (HC), particulate matter, lead
(Pb) and carbon dioxide (CO,). These are normally measured/estimated in relation to
their impacts at buildings or areas within 200 m on either side of a proposed route.
Particular attention is paid to the likely impacts at sensitive locales, e.g. at buildings with
susceptible populations (such as hospitals and old people’s homes) and at locations
where high pollutant levels can be expected (such as tunnel portals and major intersec-
tions). As it is not possible to take measurements in relation to the future, use is made
of established relationships (e.g. see reference 10) to make predictions regarding future
air quality.

Cultural heritage

Nowadays, communities are very sensitive to the preservation of their past and many
otherwise worthy road proposals have foundered due to inadequate attention being paid
to their likely impact on such features as areas of archaeological remains and ancient
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monuments, and listed buildings and conservation areas of special architectural or his-
toric importance. Impacts which require particular attention (preferably by avoidance or,
at least, by mitigation) include the demolition of buildings or the destruction of ancient
remains, increased visual intrusion, increased noise and vibration (especially where set-
tings are open to the public), severance from other linked features (e.g. gardens and
outbuildings), changes to related landscape features, and general loss of amenity.

Disruption due to construction

This describes the impacts on people and the natural environment between the start of
the proposed roadworks (including related advance works by public utility organisa-
tions) and the end of the contract maintenance period. Construction nuisances which are
particularly felt by people living/working/shopping within about 50 m on either side of
the site boundary include increased noise, dust, dirt, and vibration, as well as a general
loss of amenity due to the operations of heavy construction equipment and vehicles.
Travellers may have their journey distances and/or times increased, while traffic that is
diverted temporarily may be the cause of undesirable environmental effects in adjacent
localities.

Ecology and nature conservation

Ecology is the scientific study of the interrelationships between living organisms and
their environment, e.g. climate, soils and topography. Nature conservation is concerned
with maintaining the diversity and character of the countryside’s wildlife communities,
viable populations of wildlife species, and important geological and physical features.
Road schemes can have many detrimental impacts upon ecology and nature conservation.

e They are the cause of a direct loss of wildlife habitats.

e Embankments and cuttings create barriers across wildlife habitats, and animals are
killed crossing roads to traditional foraging areas.

e Changes to the local hydrology may affect wetland sites, both locally and some dis-
tance away.

e Local watercourses may be polluted by oil, deicing salts, particulates, and spillages.

o Road lighting can adversely affect invertebrates and disorientate birds.

e Certain flora specimens are at risk from particular emissions from vehicles while (in
harsh winters especially) saline spray from the road surface can damage some plants
up to 15 m from the carriageway.

Landscape effects

The impact of a road upon the landscape is dependent upon the extent to which the pro-
posed alignment is integrated/in conformity with the character of the surrounding
terrain. Visual assessments need to take seasonal differences into account, as well as
likely changes as vegetation develops and matures. The existing pattern of settlement is
also important, e.g. will the proposed road detract from existing attractive man-made
features or will it follow existing roads, railways, power lines, etc.?
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Land use effects

Factors normally taken into account in any impact assessment of agricultural land use
include land-take, type of husbandry, severance, and the major accommodation works
for access, water supply and drainage. As far as practicable assessment should also
cover the impacts upon potential land use developments that might be prevented from
happening if the proposed scheme is implemented; the local authority’s development
plans are important in this latter evaluation. Property blight in the form of reduced land
and property values can affect an area as soon as alternative routes are announced, and
will continue until the line is finally defined.

Traffic noise and vibration

When cruising at the low speeds experienced in urban areas the noise from both light
and heavy vehicles is dominated by that from the vehicles’ power-plants; at speeds
above 40 km/h the noise from light vehicles is dominated by tyre noise, whereas with
heavy lorries it is not until speeds of 80-100 km/h are achieved that tyre noise nearly
equals power-train noise. At high speeds open-graded bituminous surfacings are less
noisy than cement concrete ones. A doubling of traffic volume typically leads to an
increase of ca 3 dB(A) in noise level, if other factors remain unchanged. Hill-climbing
also results in more noise. Factors which therefore affect the noise level at any given
locale include traffic volume and composition, tyre condition, carriageway type and tex-
ture, gradient and imposed speed limits.

A vehicle generates ground vibrations when it travels over irregularities in the
carriageway surface and, dependent upon the characteristics of the underlying soil, these
can cause differential settlements beneath adjacent structures that are not well founded.
In practice, however, this vibration effect is not normally a problem with new carriage-
ways. Of more importance are the vibrations from air-borne sound waves that are
generated by the engines or exhausts of vehicles. These can couple into a building via
windows and doors and cause elemental vibrations and rattlings which disturb and
annoy people, even though they may cause no structural damage.

Pedestrian, cyclist, equestrian, and community effects

This evaluation is very often concerned with the severance impacts of a proposed
scheme upon the local scene. A major aspect of severance is the dividing effect that it
has upon people, through the breaking of established connections with friends and the
services which they normally use, e.g. schools, shops, recreation facilities and work-
places. Severance may also be caused by the demolition of a community facility or the
loss of land used by the public. Community severance effects are not evenly spread
amongst people in the area about a proposed road: elderly people, children, and the
disabled are particularly affected. In rural areas, farms that are of small size and/or
existing close to the economic margin, and/or operate an intensive crop/livestock sys-
tem can be very detrimentally affected by the severance effects of a new road.

Vehicle travellers

The two main impacts upon vehicle travellers that are considered as part of an environ-
mental assessment are view from the road and driver stress. View from the road is the
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extent to which vehicle travellers can see and enjoy the different types of scenery
through which a route passes; the quality of the landscape is obviously also important
in this respect. Driver stress is defined'® as the adverse mental and physiological effects
experienced by a driver traversing a road network. Factors which influence a driver’s
stress level include road layout and geometry, carriageway characteristics, intersection
frequency, and traffic speed and flow per lare. Research indicates that as frustration,
annoyance and discomfort increase drivers become more aggressive and inclined to take
risks, and that commuters and professional drivers are less stressed than other drivers for
a given combination of road and traffic conditions.

Water quality and drainage

Water is essential for the sustenance of life by humans, animals and plants, as well as
being critically important in relation to agriculture and industry, waste disposal, trans-
port, recreation and some organised sports. In practice, design standards for run-off
drainage and treatment (e.g. grit/silt traps, oil interceptors, French drains, sedimentation
tanks/lagoons, grass swales, aquatic/vegetative systems, pollution traps), and flood
relief measures in flood plains, normally ensure that pollution associated with run-offs
from carriageways or with spillages of hazardous materials have relatively insignificant
impacts on water quality. However, particular attention may need to be paid to proposed
schemes that are close to ecologically valuable watercourses and/or where the antici-
pated traffic composition contains a high proportion of road tanker vehicles (e.g. on
routes from chemical plants or ports).

Geology and soil considerations

Major road schemes can also have impacts on geology and soils. For example, geolog-
ical or geomorphologic sites of scientific interest and importance may be exposed, and
these will need to be protected from natural or artificial degradation. Surcharging result-
ing from the imposition of a road embankment may accelerate the collapse of
underground mine workings or natural caverns. Important mineral deposits can be
buried by a new road. Valuable agricultural soils and rare natural seedbanks can be lost
by covering; if the topsoil is to be removed for reuse elsewhere, care has to be taken with
its handling and storage.

Development policies and plans

Structure/local/unitary development plans are now in place for all areas in Great Britain.
The extent to which a particular proposal is compatible with these plans, and is in accord
with national and regional policies, is an important consideration in the component of
the environmental assessment which deals with policies and plans.

2.4.4 Public participation in road planning

Prior to the late 1960s transport planners could generally assume that their professional
expertise and ‘unbiased’ presentation of the facts would find reasonable acceptance at
the decision-making stage in the development of a road proposal. The 1970s saw this
comfortable feeling challenged by the public, often in very vociferous and determined
ways. This desire by people to have more direct influence on road decisions that affected
their lives resulted in the development of processes whereby the public could become
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involved in the plan development prior to its presentation for final decision-making.
These processes came to be known as public participation.

Although the participation process can be time-consuming, it has the following
advantages.

1. It provides a mechanism whereby planners can get a direct and timely understanding
of community concerns and values, and perceptions of acceptable alternative align-
ment options.

2. Potential opponents of a proposal are involved in the decision-making process, thereby
strengthening the planner’s ability to implement the decision when it is eventually taken.

3. The participation process is educational for the public and the transport planner.

4. It reassures the final decision-maker, i.e. the political process, that the democratic
ideal of involving people affected by a proposal in its development has been pursued.

In concept, there are three essential components of any successful public participation
programme: first, the members of the public to be involved in the planning exercise must
be identified; second, timely two-way communication flows must be established where-
by the planner provides information on the planning process, requirements to be met,
public participation events, the public’s role in the decision-making, and alternative pro-
posals and their impacts, while the public participants give information on community
conditions and concerns, contribute ideas and opinions on transport problems and poten-
tial solutions, and express their values pertinent to the planning issue; and third, positive
interaction must be encouraged, using techniques which get people to work together in
a positive way on a shared concern.

In practice, most successful public participation programmes result from careful
planning, a supportive governmental climate, simple techniques, and the basic skills and
common sense of practitioners who are sensitive to people. There are no formulae guar-
anteed to work in every instance; however, openness and honesty, flexibility, and a
willingness to deal with people in a constructive non-defensive way are key attributes.

Techniques used in the participation process!! may include: group discussions, e.g.
with small groups, public meetings, search conferences, or workshops; contributions
from individuals, e.g. via individual discussions, oral or written submissions, question-
naire surveys, or participant observation through a planner residing in the area; and
publicity designed to provide feedback, e.g. public displays, providing a staff source of
information/counselling in the area, or media releases.

British practice'? in respect of involving the public in the selection of the most appro-
priate route alignment from the alternatives being considered is called public
consultation. It involves: (a) a comprehensive professionally-mounted exhibition of the
alternative schemes that is displayed locally and staffed by representatives of the road-
sponsoring agency, e.g. the Depariment of Transport in the case of a trunk road; (b) a
widely-distributed consultative document in the form of an attractive brochure contain-
ing a statement of the purposes that the scheme is intended to satisfy, maps showing the
alternative alignments, a description of each alignment and an assessment of its relative
economic costs, efficiencies, and environmental impacts; and (c) a prepaid question-
naire included with the consultative document, for feedback regarding the alternative
routes. The absolute need for the scheme or other ways of meeting the need without road
construction are not considered in this exercise; this is taken to be a matter for govern-
mental decision.
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The advice received from the Department of Transport’s public consultation process
is provided to the transport planners who combine this with all the other planning infor-
mation available, and arrive at a choice of a preferred alignment for the proposed
scheme. If there are objections to the preferred line that are not subsequently withdrawn,
a Public Inquiry®® is usually held.

Although not normally considered as part of the consultative process, the public
inquiry is in one sense the ultimate stage of the public’s involvement in the preparation
of a road proposal. The inquiry is carried out by an independent Inspector whose brief
is to conduct the hearings in an open, fair and impartial way, record the relevant facts,
present his or her views regarding the arguments mounted, and make recommendations
to the Secretary of State as to whether or not the proposal(s) should be approved, with
or without modification.
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CHAPTER 3

Transport policy

A.D. May

3.1 Introduction

Transport problems, such as congestion, pollution and accidents, are a cause of wide-
spread public concern. Recent surveys have indicated that 70 per cent of UK residents
rate peak traffic conditions as bad, and 60 per cent of EU residents consider the conse-
quences of car traffic in urban areas unsatisfactory.'? Delays in transport are also a
serious problem for industry. A study by the Confederation of British Industry suggested
that congestion on the roads costs the UK some £15 billion each year.?

Not surprisingly, there are a wide range of suggested solutions to these problems:
from building new roads to banning cars, and from improving bus services to the use of
telecommunications as an alternative to travel. Many of these ‘solutions’ are expensive,
and may not be very effective; moreover they may introduce new problems. New roads,
for example, consume precious land; bans on cars may result in a loss of trade.

It is the task of politicians, and of the skilled professionals who advise them, to iden-
tify the most appropriate solutions to today’s, and tomorrow’s, transport problems.
These solutions form the basis of a transport policy, which can be designed for a nation,*
an individual city or town or a rural area.’ This chapter describes the approach to the for-
mulation of a transport policy. It starts by outlining a logical approach to transport
policy formulation. It then discusses the objectives of transport policy, and the ways in
which problems can be identified and assessed. Finally it describes briefly the range of
solutions which are available (many of which are considered more fully later in this
book) and outlines the case for an integrated approach to transport policy formulation.
Some of the material in this chapter was originally prepared for guidelines published by
the Institution of Highways and Transportation.®

3.2 A logical approach to transport policy formulation

There is a danger in the formulation of transport policy that politicians and, in some
cases, professionals immediately assume that a particular solution is needed. New roads
have often been promoted on this basis without considering their wider implications; so
have measures such as traffic restraint and bus priorities. It is essential that profession-
als are clear on the reasons for such solutions: that is, that the objectives which are to be
achieved can be specified.

If it is known that the aim is to reduce the costs of congestion, improve accessibil-
ity, and enhance conditions for those dependent on public transport, there is a case for



A logical approach to transport policy formulation 43

considering, for example, bus priorities. Even if a further aim is to avoid the environ-
mental impact of longer queues, one might still be prepared to accept bus priorities
because the benefits against one set of objectives outweigh the losses against another.
But if one simply pursues bus priorities because of a belief that they are a good thing,
then it is all too easy for a subsequent group of policy-makers to take the counter view
and remove them.

Figure 3.1 presents a structure for strategy formulation in which objectives are the
starting point. They are used initially to identify problems, both now and in the future,
as indications that the objectives are not being met. Possible solutions are then identi-
fied, not as desirable measures in their own right, but as ways of overcoming the
problems which have been identified. The potential solutions are then compared, often
by means of a predictive model of the transport system (see Chapter 5), by appraising
them against the objectives which they are designed to meet. As measures are imple-
mented, their impact is assessed, through before and after studies, again in terms of
achievement against objectives. On a regular basis, too, conditions are monitored and
the current conditions and problems reassessed, in terms of the overall objectives. This
process may seem somewhat idealised and remote from standard practice, but it has sev-
eral virtues. First, it offers a logical basis for proposing solutions, and also for assessing
any proposals offered by others. If the answer to the question ‘what problems would this
solution solve?’ is unconvincing, the solution is probably not worth considering.
Second, it ensures that the appraisal of alternatives is conducted in a logical, consistent
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Fig. 3.1 An objectives-led structure for strategy formulation
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and comprehensive way against the full set of objectives. This has been the basis for the
development of the Common Appraisal Framework, now recommended by the UK
Department of Transport.” Third, assessing the performance of the implemented mea-
sures improves the ability to judge the potential of similar measures elsewhere, and to
predict their impact. Fourth, regular monitoring provides a means of checking not just
on the scale of current problems, but also, through attitude surveys, on the perception of
those problems. In this way the specification of objectives, and of their relative impor-
tance, can be modified to reflect changing attitudes and concerns. The last two of these
are represented by the feedback loops in Fig. 3.1.

A clear statement of objectives, and of the related problems, thus provides a logical
structure for identifying possible solutions, appraising their potential contribution,
assessing measures which are implemented and hence learning by experience, and reg-
ularly monitoring the state of the transport system.

3.3 Problem-oriented planning and the objectives-led
approach

There are in practice two different types of approach which can be adopted to identify-
ing objectives and related problems.

The first is the true objectives-led approach, as described in Fig. 3.1, in which broad
(or more detailed) objectives of the kind described in Section 3.5 are first specified, typ-
ically by the local authority or its elected members. These are then used to identify
problems by assessing the extent to which current, or predicted future conditions, in the
absence of new policy measures, fail to meet the objectives.

This approach has been adopted in many of the so-called integrated transport studies.?®
Having specified a set of objectives, these studies have then predicted future conditions if
nothing new were done, and have compared these conditions with the objectives to iden-
tify future problems. In some cases this list of problems has then formed the basis for
discussions with elected members or the public to see whether they have different percep-
tions of the problems. If they do, these are then used to re-define the objectives to match
their concerns. The main drawback with this approach is that many elected members and
members of the public are less familiar with the abstract concept of objectives (such as
improving accessibility) than they are with concrete problems (such as the nearest job cen-
tre being 50 minutes away). It is to bridge this gulf that some integrated transport studies
have checked the predicted problems with politicians and the public.

The alternative problem-oriented approach is to start by defining types of problem,
and to use data on current (or predicted future) conditions to identify when and where
these problems occur. This approach starts at the second box in the flow chart in Fig. 3.1.
The objectives are implicit in the specified problems, and may never actually be stated.

This approach has been used in a number of recent studies of smaller conurba-
tions.'®!! It is the approach advocated by the UK Department of Transport in its package
approach guidance.'? It has the merit of being easily understood. However, it is critical-
ly dependent on developing a full list of potential problems at the outset. If particular
types of problem (like access to job centres) are not identified because the underlying
objective (accessibility) has not been considered, the resulting strategy will be partial in
its impact. It is thus probably still wise to check with elected members and the public
that the full set of problems has been identified.



TBypes of objective 45

3.4 Types of objective

An objective is a statement of a desired end-state. However, that statement can range
from the very general, such as a successful urban economy or a high standard of quality
of life, to the very specific, such as avoiding pollution levels above a specified thresh-
old. Both are helpful, the first in providing the context for the strategy, and a direction
to it; the second in providing a basis for assessing whether the objective is being met.

3.4.1 Statements of vision

The most general specifications often appear in Statements of Vision: broad indications
of the type of area which politicians or the public wish to see. These serve to identify
long-term goals to which more detailed transport policy objectives can contribute.

The London Planning Advisory Committee, for example, has specified a ‘Fourfold
Vision for London’ in which the capital would provide a strong economy; a good qual-
ity of life; a sustainable future; and opportunities for all.'!* Similarly, the Birmingham
Integrated Transport Study started with a vision of Birmingham as:

e having a national and international standing equivalent to that of other European
provincial capitals

e maintaining its special and high level role as a regional centre

e providing a social and cultural environment in which its diverse groups of residents
could each play a satisfying and distinctive part.’

These broad statements often say nothing about transport itself; instead they raise the
question: ‘how best can transport help to realise this vision?’. The answers to this ques-
tion help to specify the higher level transport policy objectives.

3.4.2 Higher level objectives

These higher level objectives, sometimes referred to as aims or goals, identify attributes
of the transport system, or its side effects, which can be improved as a means of realis-
ing the vision. Typical among them are the desire to reduce congestion, protect the
environment, avoid accidents and improve accessibility.

Birmingham’s five transport objectives within its overall vision were:

efficiency in the use of resources

accessibility within and outside the city

an enhanced environment, including townscape and safety
economic regeneration

practicability, including financial feasibility.’

These broad objectives indicate the directions in which strategies should be developed.
They are sufficient to indicate that the appraisal procedures should predict and assess the
level of congestion, noise, pollution, accidents and access. They also provide a means
of assessing the relative performance of different strategies in reducing pollution or
accidents. They do not, however, indicate whether a particular solution is adequate in its
impact. To do this more specific, quantified objectives are needed.
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3.4.3 Quantified objectives

Quantified objectives may indicate a requirement, for example, to avoid frontage noise
levels in excess of 68 dBA, or residents without cars being more than 30 minutes from
the nearest superstore. They provide a clearer basis for assessing performance of the
strategy, but they do require careful definition if the specified thresholds are to be real-
istic. The study of Bury St Edmunds, for example, specified upper thresholds for delay
of 60 seconds at signalised junctions and roundabouts, and 25 seconds at other junc-
tions, and developed a series of quantifiable indicators for other types of objective.'
Once this is done, quantified objectives provide a direct basis for identifying problems,
for current or future conditions, on the basis that a problem occurs wherever the quantified
objective is not met.

3.4.4 Solution-specific ‘objectives’

It is important to avoid specifying solutions within the objectives, since this constrains
the search for solutions, and may well lead to an overall strategy which is less appro-
priate to the area’s needs. Where politicians, or interest groups, wish to introduce
general objectives such as to impose physical restrictions on car use, it is preferable to
ask why this solution is being proposed and what it is designed to achieve. Answers to
such questions should lead to a clearer specification of the true underlying objectives.
The solution-specific ‘objective’ can then be replaced by the set of underlying objec-
tives, and the proposed solution can be tested alongside others in the strategy
formulation process.

3.5 A possible set of objectives

While the specification of objectives, and of priorities among them, is the responsibility
of the politicians concemned, a number of objectives regularly appear in such statements.
This chapter lists and defines a number of possible objectives. They are expressed as
higher level objectives rather than as detailed quantified objectives, since the thresholds
required for the latter will to a large extent be location-specific. They are not necessarily
listed in priority order.

3.5.1 Economic efficiency

Much economic analysis is concerned with defining ‘efficient’ allocations of scarce
resources. Economic efficiency is achieved when it is impossible to make one person or
group in society better off without making another group worse off. In such a situation,
it is impossible to find any measures for which — if they were undertaken — the gainers
would be able to compensate the losers and still be better off themselves. In other words,
seeking economic efficiency means taking all measures for which the ‘willingness to
pay’ of the beneficiaries exceeds the ‘required compensation’ of the losers.

Such a definition, applied to transport, would involve comparing benefits to travellers
such as faster travel time with disbenefits such as increased noise and pollution. This
would subsume virtually all of the objectives listed below.

In practice, in transport, the efficiency objective is defined more narrowly. It is con-
cerned primarily with maximising the net benefits, in resource terms, of the provision of
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transport. Efficiency defined in this way is central to the principles of social cost-benefit
analysis, and a higher net present value from a cost-benefit assessment represents a
more efficient outcome. However, it is based directly on the values which individuals
assign to their journeys, and there has been some concern recently that the resulting
emphasis on increases in the amount of travel, and in speed of travel, may not be wholly
consistent with the needs of society. These concerns are probably better treated under
other objectives such as that of sustainability.

While some cost-benefit analyses focus solely on the costs and benefits for motorised
travel, and treat the impacts on pedestrians and cyclists, such as pedestrian delay, as an
environmental impact, it is more logical to consider economic efficiency for all trav-
ellers together, whatever their mode of travel.

3.5.2 Environmental protection

The environmental protection objective involves reducing the impact of transport facil-
ities, and their use, on the environment of both users and non-users. Traditionally, the
environmental impacts of concern are those listed in the UK Design Manual for Roads
and Bridges.!* They include noise, atmospheric pollution of differing kinds, vibration,
visual intrusion, severance, fear and intimidation, and the loss of intrinsically valuable
objects, such as flora and fauna, ancient monuments and historic buildings through the
consumption of land.

While some of these can be readily quantified, others such as danger and severance
are much more difficult to define and analyse. Attempts have been made, with impacts
such as noise and pollution, to place money values on them, and hence to include them
in a wider cost-benefit analysis, but it is generally accepted that it will be some time
before this can be done reliably even for those impacts which can be readily quantified.

More recently, particularly following the Rio Summit, the environmental protection
objective has been defined more widely to include reduction of the impact of transport
on the global environment, particularly through emission of carbon dioxide, but also by
consumption of scarce and unrenewable resources.'* These issues may be better covered
under a broader sustainability objective, as discussed below.

3.5.3 Safety

The safety objective is concemned straightforwardly with reducing the loss of life, injuries
and damage to property resulting from transport accidents. The objective is thus closely
associated with the concerns over fear and intimidation listed under environmental pro-
tection above, and these concerns could as readily be covered under either heading.

It has been common practice for some time in the UK to place money values on casu-
alties and accidents of differing severity, and to include these within a social cost-benefit
analysis. These values include the direct costs of accidents, such as loss of output, hos-
pital, police and insurance costs, and replacement of property and, more controversially,
an allowance for the pain, grief and suffering incurred. The latter are valued using ‘will-
ingness-to-pay”’ techniques.'® To this extent, the safety objective has been subsumed
within the efficiency objective. However, there are some misgivings about some ele-
ments of the valuation of accidents, and it is probably therefore helpful to estimate
accident numbers directly as well.
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3.5.4 Accessibility

Accessibility can be defined as ease of reaching, and the accessibility objective is con-
cerned with increasing the ability with which people in different locations, and with
differing availability of transport, can reach different types of facility.'” In most cases
accessibility is considered from the point of view of the resident, and assessed for access
to activities such as employment, shopping and leisure. By considering accessibility
separately for those with and without cars available, or for journeys by car and by pub-
lic transport, the shortcomings of the existing transport system can be readily identified.
It is possible also to consider accessibility from the standpoint of the employer or retail
outlet, wanting to obtain as large a catchment as possible in terms of potential employ-
ees or customers. In either case, access can be measured simply in terms of the time
spent travelling or, using the concept of generalised cost, in terms of a combination of
time and money costs.

A reduction in the generalised cost of a journey will contribute to both the accessibil-
ity and efficiency objectives, and consideration of accessibility separately may appear to
involve double counting. However, it is in practice a useful concept in its own right, since
it helps to identify opportunities to travel, whether the journeys are made or not.

3.5.5 Sustainability

The sustainability objective has been defined as being the pursuit of development that
meets the needs of the present without compromising the ability of future generations to
meet their own needs.'® It can therefore be thought of in transport terms as a higher level
objective which considers the trade-off between efficiency and accessibility on the one
hand and environment and safety on the other. A strategy which achieves improvements
in efficiency and accessibility without degrading the environment or increasing the acci-
dent toll is clearly more sustainable.

However, the definition of sustainability also includes considerations of the impact on
the wider global environment and on the environment of future generations. Issues to be
considered under this heading include the reduction of carbon dioxide emissions, which
are a major contributor to the process of global warming,'* controlling the rate of con-
sumption of fossil fuels, which are non-renewable, and limiting also the use of other
non-renewable resources used in the construction of transport infrastructure and vehicles.

It is easy to argue, at the level of the strategy for an individual urban area, that there
would be no significant impact on the global environment, and hence that this wider
objective can be discounted. The flaw in this argument is that global consumption of
fuel and emission of carbon dioxide are the result of a myriad of such local decisions,
and need to be treated at this level. It was for this reason that the Rio Summit agreed to
impose targets on all industrialised nations; the UK government has since reflected this
in its own policy documents.'>!

3.5.6 Economic regeneration

The economic regeneration objective can be defined in a number of ways, depending on
the needs of the local area. At its most general it involves reinforcing the land use plans
of the area. If these foresee a growth in industry in the inner city, new residential areas
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or a revitalised shopping centre, then these are the developments which the transport
strategy should be supporting. At its simplest it can do so by providing the new infra-
structure and services required for areas of new development. But transport can also
contribute to the encouragement of new activity by improving accessibility to an area,
by enhancing its environment and, potentially, by improving the image of the area. The
economic regeneration objective therefore relates directly to those of accessibility and
environmental protection.

3.5.7 Equity

While all of the above objectives can be considered for an urban area as a whole, they
also affect different groups of people in society in differing ways. The equity objective is
concerned with ensuring that the benefits of transport strategies are reasonably equally
distributed, or are focused particularly on those with special needs. Among the latter may
be included lower income residents, those without cars available, elderly and disabled
people, and those living in deprived areas. The equity objective will also be concerned
with avoiding worsening accessibility, the environment or safety for any of these groups.
One way of considering these equity, or distributional, issues is by reference to an impact
matrix, which identifies the impact groups of concern to decision-makers (among both
residents and businesses) and the objectives and indicators which are of particular con-
cemn to them. Fig. 3.2 is an impact matrix taken from the Edinburgh study.?

3.5.8 Finance

Financial considerations act primarily as constraints on the design of a strategy. In par-
ticular, they are a major barrier to investment in new infrastructure, or to measures
which impose a continuing demand on the revenue account, such as low fares. In a few
cases, the ability to raise revenue may be seen as an objective in its own right, and it is
clearly the dominant objective for private sector participants in a transport strategy. The
finance objective can therefore be variously defined as minimising the financial outlay
(both capital and revenue) for a strategy or as maximising revenue.

Some elements considered under the financial objective will also be included under
efficiency. In particular, the capital costs of new infrastructure and the resource costs of
operating vehicles will appear in both. However, the resource value of time will not
appear as a financial consideration, since no money is involved. Conversely, the pay-
ment of fares by passengers will not appear in a full social cost-benefit analysis, since
the fares are simply a transfer payment from passenger to operator, but they will appear
in the financial assessment of the operation of the strategy.

3.5.9 Practicability

The other major constraints on strategy design and implementation are practical ones.
Issues under this heading include the availability of legislation; the feasibility of new
technology; the ability to acquire land; and the simplicity of administration and enforce-
ment of regulatory and fiscal measures. Public acceptability can also be considered
under this heading. Flexibility of design and operation, to deal with uncertainties in
future demands or operating circumstances, may also be important. The practicability
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Fig. 3.2 A possible impact matrix®

objective can therefore be defined as ensuring that policies are technically, legally and
politically feasible, and adaptable to changing circumstances. Table 3.1 provides a use-
ful checklist.®

3.5.10 Conflicts, constraints and double counting

While the objectives listed in this Section may all be aspirations of a particular urban area,
they will almost certainly not all be able to be achieved. Some will be in conflict with oth-
ers. For example, the requirements of the efficiency objective may well, by encouraging
faster or more frequent travel, run counter to those of sustainability. Equally, means of
improving accessibility, by car or by bus, may contribute to increased intrusion into the
local environment. The equity objective represents an area in which many of these con-
flicts are focused. It will almost certainly not be possible to achieve similar improvements
in the environment in all areas of a city, or similar increases in safety or accessibility for
all modes of travel. For these reasons it is particularly important to be able to specify pni-
orities among objectives (for example that protection of the environment is more (or less)
important than economic development) as well as among impact groups.
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Table 3.1 Checklist of practicability issues®

® Degree of control - is the policy or proposal directly under the control of the local authority, or
do other decision-makers have to be influenced?

® Feasibility - what is the likelihood of the decision being implemented?
@ Scale of resources — what is the scale of resources, such as land or finance required?

® Enforcement - does the proposal require other, supporting enforcement measures to ensure
that it is effective?

® Complexity — does the policy or proposal involve numerous factors? Most transport policy
decisions are, of course, complex but the extent varies.

® Time-scale — what is the time-scale for the implementation and the effects of that policy or pro-
posal?

@ Flexibility — is the decision final or merely a preliminary one that can be revised later?

® Dependence - how many and what types of other decisions will be affected, and is the policy
or proposal dependent on or supportive of others?

® Complementarity - are the proposals complementary, such as light rail and park and ride facil-
ities, or are they independent?

® Conflicts - does the policy or proposal conflict with others that have been or are likely to be
made?

® Partitioning — can the policy or proposal be braken down into a series of simpler, discrete com-
ponents?

® Political nature of policies and proposals - how should the policy or proposal relate to the way

that political choices are made, and in what form should information about it be communi-
cated to decision-makers?

Once this is done, the other objectives serve as constraints. The environment can be
enhanced subject to there not being too great an adverse impact on economic activity. The
safety of cyclists can be improved subject to there not being too great a restriction on bus
users. In this way all the objectives, and not just those concerning finance and practicabil-
ity, can be specified also as constraints: as outcomes which the strategy should avoid.

A final consideration under this heading is that of double counting. If all the objec-
tives are to be considered together in one aggregated assessment, as might occur in a full
cost-benefit analysis, it is obviously important to avoid letting any one element count
twice. For example, impacts on fear and intimidation, if they could be costed, might be
included under environmental or safety issues, but not both. However, for the purposes
of strategy development, the objectives and impacts on them are best considered sepa-
rately as illustrations of the impact of a strategy, and to inform decision-makers. If this
is done, then double-counting may well help in assimilation of the strategy. It is thus
unnecessary to take steps to avoid it.

3.6 Quantified objectives and targets

While the higher level objectives defined above indicate the directions in which a strategy
should aim, they say nothing about the amount which it would be appropriate to achieve.
As a result, it may be difficult to judge whether a proposed strategy is successful, or
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whether more could be achieved. More quantified objectives can be specified in terms of
a series of targets, which can be either general or specific.

For some objectives general targets can be readily defined. The two best examples in
the UK at present are the government’s target of a one third reduction in casualties
between 1985 and 2000?° and the Rio target of carbon dioxide emissions in 2000 of no
greater than those in 1990."° It would be perfectly feasible to extend these to other attrib-
utes of the environmental protection and sustainability objectives, but it is much harder
conceptually to suggest overall targets for objectives such as efficiency, accessibility or
finance.

The UK Royal Commission on Environmental Pollution?! suggested in addition tar-
gets for noise, local pollutants and carbon dioxide involving:

e reducing day- and night-time exposure to road and rail noise to not more than 65dBA
and 59 dBA respectively at external facades

o achieving 1" compliance with WHO health-based air quality guidelines for trans-
port-related pollutants by 2005

o reducing the emissions of carbon dioxide from surface transport in 2020 to no more
than 80 per cent of the 1990 level.

It also proposed targets for reductions in car use and increases in public transport use
and cycling, including:

e reducing the proportion of urban journeys undertaken by car in London from 50 per
cent to 45 per cent by 2000 and 35 per cent by 2020, and outside London from 65 per
cent in 1990 to 60 per cent by 2000 and 50 per cent by 2020

e increasing the proportion of passenger-kilometres by public transport from 12 per
cent in 1993 to 20 per cent by 2005 and 30 per cent by 2020

@ increasing cycle use to 10 per cent of all urban jourmeys by 2005, compared to 2.5
per cent in 1993,

There are three problems with setting targets of these kinds. First, there is no guar-
antee that they are achievable. It may be in practice that performance against other
objectives, such as efficiency, finance or practicability, would be much worse if the tar-
get were met in full. Second, and conversely, they may be all too readily achieved; if
targets are set which are easy to meet they may result in under-achievement against the
underlying objective. Third, targets which have to do with the strategy rather than the
objectives, such as seeking a given increase in the level of cycling, beg the question as
to whether this is the most appropriate strategy for achieving the objectives.

It may well be preferable to develop an overall strategy which goes as far as possible
to achieving the priority objectives, without producing unacceptable disbenefits against
the lower priority objectives, and then to convert that strategy into a series of targets
which can be used to monitor performance and achievement. In other words, the strategy
ought to determine the targets, rather than the targets being allowed to define the strategy.

At a more detailed level, it may be appropriate to define specific targets for the
achievement of specified objectives in particular locations. These can be produced for
each of a series of indicators for each objective. These might include delay under the
efficiency objective; noise, pollution and severance under environment; accident rates
under safety; and access times under accessibility. Table 3.2 provides an example of this
style of treatment.'?



Table 3.2 Thresholds for problem identification

Issue

Threshold

Access for private vehicles,
commercial vehicles, buses, taxis,
emergency vehicles and cyclists

Delays to cars and goods vehicles

Delays to buses

Delays to pedestrians crossing
roads

Parking
Safety

Noise

Fear and intimidation

The excess of the actual distances over the

minimum distances were graded in bands of

0 to 10%, 11 to 25%, 26 to 50%, and more than 50%

Lower threshold: 25 s for signals and
roundabouts, and 10 s for other junctions
Upper threshold: 60 s for signals and
roundabouts, and 25 s for other junctions

As for cars and goods vehicles

Lower threshold: 10 s - minimum average
delay equivalent to that at a zebra crossing
assuming a safe stopping distance for

vehicles

Upper threshold: 40 s ~ maximum average
delay equivalent to that for pedestrians at a
signalised junction

Threshold taken as 85% of theoretical supply

Personal injury accidents per year at
junctions involving:

alt road users
pedestrians
cyclists
motorcyclists

- 0.93
- 0.16
- 0.14
- 0.33

Personal injury accidents per kilometre per
year on links involving:

all road users
pedestrians
cyclists
motorcyclists

- 1.12
- 0.19
- 0.17
- 0.40

Noise levels were graded as follows
- not a problem
- slight problem
- moderate problem

up to 65 dBA
66 to 70 dBA
71 to 75 dBA

more than 75 dBA - severe problem

Average Average

traffic 18-hour speed

flow over heavy over 18-
Degree of 18-hour vehicle hour day,
hazard day, veh/h flow mile/h
extreme 1800+ 3000+ 20+
great 1200 to 1800 2000 to 3000 15to 20
moderate 600 to 1200 1000 to 2000 10 to 15
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This level of treatment makes it easy to identify problems (as discussed in the next
section) and to demonstrate achievement either with a predicted strategy or with imple-
mentation. However, once again it is essential to avoid targets which are too demanding,
or insufficiently so. In some cases the targets can be derived from scientific studies
which demonstrate that an impact, such as carbon monoxide levels, causes a serious
problem above a given level. An alternative approach is to use attitude surveys, which
indicate that people are much more dissatisfied when problems such as delays or noise
exceed a given level. However, this presupposes that the target, or threshold, uniquely
defines the point at which problems occur. In practice, this will often not be the case, as
illustrated in Fig. 3.3, which shows the relationship between facade noise level and per-
centage of occupants likely to be annoyed. Superimposed on this is the standard 68 dB
threshold above which action is required in the case of road construction. It is clear that
failure to deal with noise levels below 68 dB will leave a large proportion annoyed.
Equally there will be benefits to be gained from a reduction from, say, 75 dBA to 70
dBA, which will not be identified by such a target. A more defensible approach is to
define a series of thresholds, including one which it is desirable to attain, and one above
which action is definitely necessary. An example of this, taken from Table 3.2 (which
adopts this approach) is also shown in Fig. 3.3.

There is no correct set of targets, or thresholds, which can be applied uniformly in all
areas. While it is therefore inappropriate to be prescriptive as to the thresholds, it is fea-
sible to provide guidance on the types of indicator which might be used. These will be
similar to those for problem identification and are considered in the following section.
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3.7 Problem identification

As noted in Section 3.3, the problem-oriented approach to transport planning starts by
identifying problems and developing solutions to them. The objective-led approach
defines problems in terms of specified objectives. Both methods converge at the stage
of problem identification and then use these as a basis for identifying solutions and
strategies (Fig. 3.1). In either case it is essential to be comprehensive in the list of types
of problem. This may be difficult to achieve with the problem-oriented planning
approach in which there is no pre-defined set of objectives to prompt the question ‘how
do we know that we have a problem?’

With the objective-led approach the situation is simpler. Once quantified objectives
have been defined and defensible targets and thresholds specified, it is a straightforward
process to use these for problem identification. This approach was advocated in a study
for the UK Department of Transport.? Table 3.3 is taken from that report. It lists the
objectives in the left-hand column, and uses them to define thresholds, beyond which
problems occur, in the right-hand column. Table 3.2 adopts a similar approach, but uses
multiple thresholds for some issues. Studies which have adopted this approach have
tended to focus on traffic-related issues and it is difficult to find an example of a study
which has addressed the full set of objectives listed in Section 3.5 in this way. Table 3.4
suggests a set of possible indicators which could be used for each of these objectives
with the exception of practicability, which is covered in the checklist in Table 3.1. As
noted earlier, specific thresholds have not been suggested since these will depend on the
conditions in a given location, and the expectations of its politicians and public.

When thresholds are defined, they can be used, with current data, to identify the loca-
tions, times of day, and groups of traveller or resident for which problems occur. Given
an appropriate predictive model, a similar exercise can be conducted for a future year.
The model can also be used to assess whether a strategy will overcome these current or
future problems, and whether it will induce new ones. As an extension of this approach,
it is also possible to compare the current or predicted conditions with the threshold, and
assess severity of the problem. A problem which exceeded the upper threshold would be
considered as more severe than one which only exceeded the lower one. Equally, a prob-
lem which exceeded the threshold by a greater margin could be identified as more
severe.

Table 3.3 Objectives and problem indicators for urban road appraisal®

Issue group Issue headings
Efficiency Delay
® private vehicles ® cyclists

® commercial vehicles ® pedestrians
@ public transport

Safety Road accidents

Human environment Occupiers/users of facilities
® noise ® visual impacts
® vibration
Pedestrians
@ noise ® visual impacts
® pedestrian delay ® severance
@ air pollution @ fear and intimidation
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Table 3.4 Suggested indicators for different transport policy objectives

Objective Indicators

{See Section 3.5)

Economic Delays for vehicles (by type) at junctions
efficiency Delays for pedestrians at road crossings

Time and money costs of journeys actually undertaken
Variability in journey time (by type of journey)
Costs of operating different transport services

Environmental Noise levels
protection Vibration
Levels of different local pollutants (CO, HCs, NO,, particles)
Visual intrusion
Townscape quality (subjective)
Fear and intimidation (see Table 3.2)
Severance (subjective)

Safety Personal injury accidents by user type per unit exposure (for links,
junctions, networks)
Insecurity (subjective)

Accessibility Activities (by type) within a given time and money cost for a
specified origin and mode
Weighted average time and money cost to all activities of a given
type from a specified origin by a specified mode

Sustainability Environmental, safety and accessibility indicators as above
CO, emissions for the area as a whole
Fuel consumption for the area as a whole

Economic Environmental and accessibility indicators as above, by area and
regeneration economic sector
Finance Operating costs and revenues for different modes

Costs and revenues for parking and other facilities
Tax revenue from vehicle use

Equity Indicators as above, considered separately for different impact
groups (see Fig. 3.1)
Practicability See Table 3.1 for a useful checklist.

3.8 The instruments of transport policy

Transport planners have available to them, at least in principle, a wide range of instru-
ments of transport policy. These are the means by which the objectives described above
can be achieved, and problems overcome. These instruments can be categorised in sev-
eral ways. This chapter considers them under the headings of infrastructure provision;
management of the infrastructure; information provision; pricing; and land use mea-
sures. Where relevant it considers in order, under these headings, measures which
provide for the private car; public transport; cyclists and pedestrians; and freight.

The key question with each of the measures is its ability to achieve one or more of
the objectives. Unfortunately, this is an area of transport policy in which information is
often sparse. Experience with some measures, such as bus priorities and cycle lanes, has
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been well documented through a series of demonstration projects. In other cases, of
which road construction is the most glaring example, there have been very few before
and after studies to provide the evidence on the impact of the measure. Even where the
evidence exists, it may be difficult to generalise from it, since results in one urban con-
text are not necessarily transferable to another. In the absence of real life trials, the most
obvious source of evidence is desk studies, typically using computer models. This is, for
example, still the only source of guidance on the impact of road pricing in UK cities.
Such results are, of course, only as reliable as the models which generate them. Sections
3.9 to 3.13 provide a brief summary of the evidence on each of the main types of mea-
sure available, and provide references to particularly useful sources of such evidence.

3.9 Infrastructure measures

3.9.1 Provision for the car
New road construction

This has traditionally been justified in terms of the savings which it generates in travel
time, primarily for cars and commercial vehicles, and which typically account for
around 80 per cent of the predicted economic benefits. However, these economic ben-
efits have been called into question by the 1994 SACTRA Report? which indicates the
extent to which they can be eroded by the generation of additional traffic. New roads
can, by bypassing particularly sensitive areas, achieve substantial environmental
improvements there, as evidenced by a series of studies.? In this way, orbital roads may
have a different impact from radial ones. However, these are only likely to be sustained
if steps are taken to avoid traffic growth on the roads which are relieved of traffic. The
key environmental issue, however, is the impact of the new road on the urban fabric and
adjacent communities. New roads should almost certainly contribute to a reduction in
accidents, by transferring traffic to purpose-built roads whose accident rates should be
much lower than those of typical urban streets. To some extent this effect, too, will be
eroded by the generation of new traffic. New roads are likely to have an adverse impact
on sustainability. They focus particularly on the car, and are likely to encourage its use
for faster and longer journeys. This in turn will make public transport, cycling and
walking relatively less attractive, and increase fuel consumption and carbon dioxide
emissions.

New roads will contribute positively to accessibility for their users: that is for cars
and commercial vehicles travelling in that corridor. Relief of other roads may also help
local accessibility. However, these benefits disappear rapidly if the new road, and its
enhancement of accessibility, attract new traffic. Moreover, new roads may well, if not
carefully designed, worsen accessibility across the alignment, particularly for pedestri-
ans and cyclists. The impact of new roads on economic regeneration is far from clear, If
they improve accessibility to an area, they may well encourage new development there
but, as noted above, the impact on accessibility may well be short-lived. Moreover,
accessibility is a two-way process, and a new road to an inner urban area may well
encourage development on the periphery of the urban area, from which the inner areas
can now be served more readily. An early report concluded that it was only where roads
crossed major barriers to movement that the economic regeneration benefits would be
significantly greater than those measured through time savings alone.® New roads
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clearly fail to contribute to an equity objective, since they provide in the main for those
who already have the greatest advantages in terms of transport.

New roads in urban areas are extremely expensive; costs of £20 million per kilometre
are not uncommon and provision for environmental protection may result in figures sub-
stantially above this. Even significant time and accident savings may be difficult to
Justify when set against such costs. The main practical constraints on road building are
the time taken between design and implementation, which is often made more pro-
tracted by the strength of public opposition; and the restrictions imposed by existing
built form and services.

New car parks

These are the other main way in which infrastructure is provided for cars. There is even
less evidence of their impact, but much will depend on the measures which complement
such provision. Additional parking provision can contribute to economic efficiency by
reducing the need to search for parking space. Although there is little hard evidence, it
does appear that a significant part of town centre traffic is made up of cars searching for
available parking space. However, lack of parking also acts as a control on car use, and
expansion may simply encourage additional car use. New off-street parking is probably
therefore best combined with a reduction in on-street parking. This should reduce
searching traffic (since parking locations are clearer), improve the environment and
increase safety. It may, however, aggravate accessibility problems, particularly for those
who need to park close to their destination. As with new roads, the cost of parking pro-
vision, time-scale and land availability are likely to be significant constraints.

3.9.2 Provision for public transport
Conventional rail provision

This involves both the opening of new rail lines and provision of new stations. There
are several well documented studies of the impact of such measures, and procedures
for predicting their effects. Such schemes contribute to efficiency both by reducing
travel time for existing users and by attracting users from other modes. Several studies
have shown that, while around 60 per cent of new usage comes from bus, around 20
per cent is transferred from car use, and 20 per cent newly generated.?® Transfer from
bus may contribute positively if bus mileage, and its contribution to congestion, can be
reduced. The transfer from car will also contribute positively to the environment, while
the reopening of closed lines and stations, if carefully designed, should have little neg-
ative environmental impact. It will also contribute positively to safety. So, potentially,
can the reduction in bus use. The Tyne and Wear Metro generated a 17 per cent reduc-
tion in accidents in the city centre, largely through reductions in bus movements,?” but
unfortunately this was lost once deregulated buses were able to compete with the
Metro. The impact of rail infrastructure projects on sustainability is uncertain. By
reducing levels of car use they reduce energy consumption and hence CO, emissions;
however, they may encourage longer distance travel and more decentralised patterns of
land use.

Rail infrastructure measures contribute positively to accessibility, by reducing
access distances to public transport, by reducing waiting times and, particularly, by
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increasing in-vehicle speeds, since the trains are protected from road congestion.
Those schemes which increase penetration of a city centre are particularly effective in
reducing walking distances. The impact can be substantial; for example the Tyne and
Wear Metro increased by 35 per cent the population within 30 minutes of the city cen-
tre. However, these benefits are specific to the areas immediately around the new
facilities. The effect on economic regeneration is disappointing.?” While accessibility
has been much improved, and rail infrastructure presents a positive image and
enhanced environment for an area, there is little evidence from detailed studies of
Glasgow and Newcastle that it has attracted significant investment by industry. The
one positive impact has been on maintaining the vitality of the city centre. Rail infra-
structure projects are likely to have positive equity implications, since they offer a
service which can be used by all. However, these benefits are limited to the corridors
directly served, and any resulting reduction in bus services may disadvantage certain
groups of travellers.

Rail infrastructure projects vary substantially in cost. A single new station may be
able to be constructed for under £0.2 million, and a line reopened for as little as £3 mil-
lion per kilometre (1995 prices). At the other end of the spectrum, the cost of the
proposed Crossrail in London is estimated at over £100 million per kilometre. Cost may
therefore be a substantial barrier to implementation. The main practical constraints, as
for other infrastructure projects, are time-scale for impicmentation and availability of
land. Schemes of this kind will only be of relevance where journeys in excess of 5 km
can be made by rail. Below this, bus services, with their more frequent stops and better
town centre penetration, will provide shorter access times. This in turn limits applica-
tion to urban areas with a population of over 250 000.

Light rail

Light rail has become a very popular alternative to conventional rail provision in recent
years. In many ways it can be expected to have a similar impact, although there is as yet
little documented evidence. Its main differences are that it can operate on street, have
more frequent stops, and achieve better penetration of town centres.?® Its impacts on effi-
ciency, the environment, safety, accessibility, sustainability, economic regeneration and
equity are thus likely to be similar to those of conventional rail, with a few exceptions.
While its efficiency impact will generally be positive, light rail may potentially have
adverse impacts on efficiency if capacity for other traffic has to be reduced. It can also
have an adverse impact on the environment, and this has been a significant barrier to
implementation in some cases. Conversely, it is likely to provide greater accessibility,
by having more frequent stops, and thus be appropriate in slightly smaller urban areas.
Even so, the minimum population to justify such provision will be in excess of 150 000.
Finance is again a major barrier. Light rail schemes are expensive, not least because of
the requirements of street running, and typically exceed £5 million per km.

Guided bus

This vehicle (see Chapter 9) provides a lower cost alternative to light rail. While totally
separate rights of way can be provided, as in Adelaide, most UK proposals envisage pro-
viding guideways solely where buses need to bypass congestion. This can be achieved
with minimal space requirements; the guideway need only be 3 m wide, and is only
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needed in the direction in which congestion is experienced. Specially equipped buses
can then operate normally on the rest of their routes, hence providing much more exten-
sive suburban coverage than light rail.?? The impact of guided bus is as yet uncertain. It
should have less adverse impact on efficiency than light rail, by requiring less space, but
its positive impacts depend critically on its ability to attract patronage. If it is perceived
by car users as a slightly improved bus it will be unlikely to contribute significantly to
the reduction of congestion, environmental impact and accidents, and will perform
much as bus priority measures do. If it is seen as a higher quality service approaching
that of rail, its impact will be much greater. While its impacts are uncertain, the costs of
provision are clearly much lower than those of light rail.

Park-and-ride

This extends the catchment of fixed track public transport into lower density areas, by
enabling car drivers to drive to stations on the main line. It has also been used success-
fully in smaller cities such as Oxford and York in conjunction with dedicated bus
services.*® The parking facility itself provides a low cost way of extending the benefits
of public transport, by increasing the numbers able to use public transport, and hence
reducing congestion, environmental intrusion and accidents in inner urban areas. It does
not, however, offer significant improvements in accessibility and equity since, by defi-
nition, only car users can use the facility. Some doubt has been cast on the true benefits
of park-and-ride; it has been suggested that it may in practice generate longer journeys
by rural residents, and hence increase car use. However, the beneficial impact on inner
urban areas is not in dispute. The net effect will depend on where the facility is located.
Land availability and cost are likely to be the main practical barriers although several
recent schemes have been financed as part of new retail developments.

3.9.3 Provision for cyclists and pedestrians
Cycle routes

These provide dedicated infrastructure for cyclists, and hence extend the range of cycie
priorities. As well as making cycling safer, they have been designed to attract more peo-
ple to cycle in preference to driving, hence achieving the benefits of reduced car use. In
this, in the UK at least, they have so far proved unsuccessful.’! It appears that cycle
routes can achieve travel time benefits for cyclists, but will not attract more people to
cycle in the absence of other ineasures. Moreover, any reduction in cyclist casualties on
main roads appears to have been balanced by an increase in casualties on minor roads.
This being the case, the costs of provision need to be offset solely against the travel time
benefits. The costs themselves will depend very much on the availability of suitable cor-
ridors and land availability.

Pedestrian areas

These provide a dramatic improvement in the environment for pedestrians, and have
proved very successful in enhancing trade in many town and city centres. There is little
evidence to support traders’ claims that pedestrian streets cause a loss in trade, provided
of course that they are well designed.>? As well as achieving environmental and safety
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benefits, they may well therefore have positive impacts on the urban economy and on
land use policy. However, they present some accessibility problems for car and bus users
and, particularly, for goods deliveries and for disabled people. Exemptions for some of
these, whether permanently or, as with deliveries, at certain times of day, inevitably
reduce the benefits somewhat. Pedestrian areas almost inevitably reduce efficiency, by
reducing road capacity. They also potentially cause disbenefits in the surrounding area,
both by diversion of traffic and by attracting trade to the protected area. These potential
adverse impacts can be reduced by careful design. Aesthetic design is of crucial impor-
tance in maintaining trade and will in turn inevitably add to the costs of the measure.

3.9.4 Provision for freight
Lorry parks

These facilities provide a means of reducing the environmental impact of on-street
overnight parking of lorries. Dedicated provision in a well designed and secure parking
area, together with on-street restrictions, may well be beneficial.

Transshipment facilities

These aim to provide a means of transferring goods from the larger vehicles needed for
efficient line haul to smaller, less environmentally intrusive vehicles for distribution in
town centres. Some proposals have also envisaged trolleying of goods over short dis-
tances and, at the other extreme, underground freight distribution. Experience to date in
the UK suggests that such facilities are unlikely to be attractive to freight operators, and
hence to be cost effective, at least until much greater restrictions on existing practices
can be justified.”

Encouragement of other modes

Attempts to encourage usage of other freight modes are likely to focus primarily on rail-
borne freight, but in appropriate cases could extend to water and pipeline. Such modes
are only competitive over longer distances and for bulk freight, given the additional
costs for handling and road-based distribution. Moreover, the road-based distribution is
likely still to take place in urban areas; the main beneficiaries are likely to be commu-
nities on inter-urban routes.

3.10 Management measures
3.10.1 Provision for the car
Conventional traffic management

Included under this heading are such a wide range of measures that it is impossible to
cover them all. In general, measures such as one-way streets, redesign of junctions,
banned turns and controls on on street parking have been shown to have beneficial
impacts on travel time and on accidents, and typically to repay the costs of implemen-
tation within a matter of months. It is, however, necessary to bear in mind their possible
adverse impacts. If such measures cause some traffic to reroute, journey lengths may
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increase and, in the extreme, this could more than offset the benefits of any increase in
speed. The efficiency benefits are particularly sensitive to this process. Such rerouting
may also introduce environmental intrusion into previously quiet streets. Accessibility
may be reduced for certain users: one-way streets pose problems for bus services and
deliveries; parking restrictions affect local frontages; and, in the extreme, a gyratory sys-
tem can make access to the ‘island’ very unattractive.’* Finally, any measure which
reduces the cost of car use may encourage it to increase. There is as yet little evidence
of this effect, which will be smaller in scale than that now attributed to new roads,? but
it could potentially offset many of the resulting benefits. A major practical consideration
with all traffic management is that of enforcement. Unless measures are self-enforcing,
the costs of enforcement action need to be included in any appraisal.

Urban traffic control (UTC)

These systems are a specialist form of traffic management (see Chapter 27) which
extends the principles of traffic signal control by integrating the control of all signals
over a wide area, using the control parameters of split (of green times in a cycle), cycle
time, and offset (of the start of green at a given junction) to optimise a given objective
function such as minimising travel time or stops. Widespread trials have demonstrated
the benefits of such systems. An up to date fixed time system can achieve savings in
travel time of up to 15 per cent, although this may be degraded by as much as 3 per cent
per annum as traffic patterns change. A vehicle-responsive system may achieve as much
as a 20 per cent saving, which should be able to be maintained.’ Such efficiency gains also
improve the environment (since there are fewer stops and queues) and safety (with typical
reductions in accidents of the order of 10 per cent). However, the potential for these ben-
efits to be eroded by generated traffic, as mentioned above, needs to be borne in mind.

Advanced transport telematics (ATT)

This is the current title for the range of applications of information technology to trans-
port which have been developed under the EU DRIVE programme.** This includes more
recent developments in UTC to encompass, for instance, motorway access control and
queue management techniques, for which results are beginning to be reported. It also
includes the extension of UTC to provide priorities for buses, and their integration with
information systems such as dynamic route guidance, which are covered in more detail
in Sections 3.10.2 and 3.11.1. While results are beginning to be made available, it is too
early to judge the effectiveness of these techniques in widespread application. Some
technologies are still at the prototype stage, and will require further development before
their practical limitations are clear.

Accident remedial measures

Accident reduction measures® cover a wide range of possibilities; for example, see
Chapters 15 and 18. Most blackspot treatment and mass action measures (such as skid-
resistant surfacing) will have few impacts other than a reduction in accidents; their
effects on other objectives can therefore be considered minimal. Area-wide measures are
likely to have other impacts, and are considered below under the general heading of
traffic calming.
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Traffic calming measures

These measures are designed to reduce the adverse environmental and safety impacts of
car and commercial vehicle use. They have traditionally focused on residential streets,
for which Buchanan, in Traffic in Towns, proposed an environmental capacity of 300
vehicles per hour,”” and have involved two types of approach: segregation, in which
extraneous traffic is removed; and integration, in which traffic is permitted, but encour-
aged to respect the environment. More recently they have also been extended to main
roads, where integration is the only possible solution.

Segregation can be achieved by the use of one-way streets, closures and banned turns,
which create a ‘maze’ or ‘labyrinth’, which makes through movement difficuit, and
hence diverts it to surrounding streets. The extra traffic on surrounding streets can add
to congestion and environmental intrusion there, and this trade-off needs to be carefully
considered at the design stage. However, the maze treatment also reduces accessibility
for those living in the area, and this loss of accessibility has often led to the rejection of
such measures by the residents whom they are designed to benefit.** An alternative
approach, more often used in city centres, is the traffic cell, in which an area is divided
into cells, between which traffic movement, except perhaps for buses and emergency
vehicles, is physically prohibited. This can also cause some access problems, particu-
larly where parking supply and demand in individual cells is not in balance, but
experience suggests that these are outweighed by the environmental benefits.*

Integration measures include low speed limits, speed humps, chicanes, pinch
points, resurfacing and planting, all designed to encourage the driver to drive more
slowly and cautiously. Experience in the UK with measures other than speed humps
is still limited, but it is clear that these can achieve significant reductions in speed and
accidents. Moreover, by making routes through residential areas slower, they can also
induce rerouting, and hence a reduction in environmental impact. Such benefits may,
of course, be offset by increases in congestion and environmental impact on the diver-
sion route. This apart, such measures are likely to generate significant environmental,
safety and equity benefits, without adversely affecting accessibility. The key issue
currently is that of balancing cost of provision with effectiveness and visual quality.*®

Physical restrictions on car use

These have been proposed as ways of reducing car use in urban areas. Possibilities
include extensive pedestrian areas and traffic calming, and also the use of bus lanes to
reduce capacity at junctions and give clear priority to buses. There has in practice been
little experience of such measures, with the one notable exception of the Nottingham
‘zones and collar’ experiment.*! Moreover, the reduction in road space is likely to
increase the total time spent travelling in the network, thus reducing efficiency, and to
increase queues, thus adding to the environmental impact. There was also some evi-
dence in Nottingham of the queues encouraging unsafe driving practices. A serious
practical problem is the need for road space in which to store the queues generated.

Regulatory restrictions on car use

These have been used as an alternative way of reducing car use. In several Italian
cities, permits are allocated to those who can justify needing their cars in the centre,
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and others are banned. In Athens and Lagos an ‘odds and evens’ system operates, in
which cars with odd number plates can enter on alternate days, and those with even
numbers on the other days. Jakarta has its own regulatory system (‘three in one’) in
which only cars with three or more occupants are permitted on certain roads. Permit
systems are likely to prove expensive in terms of the resources required to check the
validity of applications and to issue permits,*? and there will inevitably be an element
of rough justice in the way that they are allocated. Those without permits may in some
cases experience a serious reduction in accessibility. That apart, such a system should
in practice be able to achieve any required reduction in car use. Experience with the
Lagos system suggests that, while it is easier to operate, it is less effective, since dri-
vers can respond by owning two cars, and some who would not otherwise have chosen
to drive may elect to do s0.”

Parking controls

Parking controls potentially provide a more effective way of controlling car use.
Controls can be by reducing the supply of spaces, restricting duration or opening hours,
and regulating use through permits or charging. Local authorities are able to impose any
of these controls on on-street space and in publicly operated car parks. The main prob-
lems, however, are that controls cannot readily be imposed on private non-residential
parking, which typically accounts for 40 per cent to 60 per cent of all town centre space,
or on through traffic. As a result, even the harshest controls on public parking may simply
result in an increase in traffic parking privately or driving through the area.* Where private
non-residential space is small, or already fully used, and through traffic can be con-
trolled, parking controls can be effective in reducing car use. This in turn should reduce
congestion, environmental impact and accidents. However, performance will depend
very much on the way in which controls are applied. Simply reducing space is likely to
increase the amount of time spent searching for parking space, which may have adverse
impacts on congestion. However, one study in The Hague reports a 20 per cent reduc-
tion in car use as a result of car park closure.** Targeted restrictions on duration or on
categories of parker will avoid this problem, but will introduce inequities similar to
those from other regulatory restrictions. Inevitably accessibility will be reduced for
some categories of parker with all types of parking control. Controls are generally inex-
pensive to implement, but may require continuing expenditure on enforcement if they
are to be effective.

Car sharing

The sharing of cars offers a means of reducing car traffic while retaining many of the
advantages of private car travel. Several experiments have aimed to encourage drivers to
share their cars with others or to ‘car pool’ by taking it in turns to drive. Unfortunately,
experience suggests that the numbers sharing voluntarily, even with incentives, are
unlikely to exceed 5 per cent of car users, and that their passengers are as likely to trans-
fer from bus use as from other cars.* Such schemes are thus likely to have a minimal
impact in urban areas although, at the margin, they may offer some improvement in
accessibility.
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3.10.2 Provision for public transport
Bus priorities

The provision of priority for buses enables them to bypass congested traffic and hence
to experience reduced and more reliable journey times. The most common measures are
with-flow bus lanes; others include exemption from banned turns, selective detection at
signals, and UTC timings weighted to favour buses. Contra-flow bus lanes and bus
access to pedestrian areas are designed specifically to reduce the adverse impact on
buses of certain traffic management measures. Conventionally, bus priorities in the UK
are designed to keep loss of capacity to other traffic to a minimum. With with-flow bus
lanes this is done by providing a setback at the stop line. Provided that this is done, effi-
ciency is usually improved; travel time savings to buses can exceed 25 per cent while
there are few losses to other traffic. The segregation of traffic also appears to enhance
safety. The main disadvantages are to frontage access, if parking is restricted, and to the
environment, since queues will be longer, and traffic diversions may be induced.*’
Unfortunately there is little evidence from the UK that such priorities induce a switch
from car to bus travel; thus the potential wider efficiency and environmental benefits are
not achieved. It appears that more continuous application of bus lanes, as practised in
Paris, may be more beneficial in this regard. The main practical limitations with bus
lanes are the lack of sites with suitable space for the extra lane and storage of the longer
queue of other vehicles, and the need for effective enforcement. A more recent devel-
opment in bus priorities has been the use of ‘Red Routes’ in London, in which bus lanes
are combined with intensive, well enforced, parking restrictions. Travel time savings on
the pilot Red Route have been dramatic, while the evidence on effects on frontage
access and trade is mixed.*

High occupancy vehicle lanes

HOV lanes extend the use of with-flow (and potentially contra-flow) bus lanes to other
vehicles which make more effective use of scarce road space. These can include car
sharers, taxis and commercial vehicles. There is as yet little experience of such measures
in the UK. Experience elsewhere suggests that these can provide greater benefits than
conventional bus lanes, provided that the delays to buses are not great. However,
enforcement is more difficult,

Bus (and rail) service levels

The level of public transport service can be modified to increase patronage, and hence to
attract diversion from car use. For bus services the main options are to increase route den-
sity or to increase frequency on existing routes. The first of these reduces walking time,
while the second affects waiting time. Since both of these have a greater impact on pas-
sengers than does a similar change in time on the bus, they can be expected to be more
effective in increasing patronage.*’” The most appropriate allocation of a given fleet of
buses between denser and more frequent routes will depend on local circumstances.
Other bus service measures include the use of minibuses, which are more expensive per
seat-km to operate, but can achieve greater penetration and may be more attractive; and
demand-responsive bus services, such as dial-a-bus, whose operating costs have tended
to exceed benefits. There is also a wide spectrum of paratransit measures involving
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unconventional bus and taxi services; their impacts are too varied to summarise here.
With rail services, the only option available is usually to increase service frequency.

The effects on patronage can be measured by elasticities of demand. Elasticity of
demand with respect to bus-km run is typically around +0.6, suggesting a 6 per cent
increase in patronage for a 10 per cent increase in service level. However, under dereg-
ulation, response to bus service increases has been much lower. Unfortunately
cross-elasticities for car use are typically an order of magnitude lower, at around —0.08,
suggesting less than a 1 per cent reduction in car use for a similar service improvement.’
Cross-elasticities are typically somewhat higher for rail service improvements. These
elasticities will apply, of course, only to the corridor in which the improvements are
introduced. Thus service improvements have, as their primary impacts, improvements in
accessibility and equity; they are unlikely on their own to achieve significant efficiency
or environmental benefits except, to a limited extent, within the specific corridor.

The main practical barriers to such measures are costs of operation and the fact that,
in the UK, responsibility lies with private operators. In theory, at least, the cost of ser-
vice increases can be met from increased fares revenue. Indeed, it has been suggested
that an optimal operating strategy within given financial constraints may be to increase
both service levels and fares.”’

Bus service management measures

Operational measures can be designed to improve the reliability of bus services, to
enhance their quality of service, or to reduce operating costs. Measures which improve
reliability, including real time garage and fleet management procedures, are likely to be
particularly beneficial, since uncertainty in travel time, and the extra waiting time result-
ing from irregular services, are major disincentives to travel. Such measures should
generate significant efficiency benefits, and can potentially contribute to reduced car use.

3.10.3 Provision for cyclists and pedestrians
Cycle lanes and priorities

These serve the same function as cycle routes (Section 3.9.3) and experience with them
is similar. They reduce accidents for cyclists, and may encourage some increase in cycle
use, but have yet, in the UK, to achieve a transfer to cycling from other modes.*! They
are easier to implement than bus lanes, because they require less road space, but still
pose problems of frontage access.’!

Cycle parking

The provision of parking facilities for bicycles, to increase availability and security, may
also be beneficial, but its impacts have rarely been studied.

Pedestrian crossing facilities

These are primarily a safety measure but may also reduce travel time for pedestrians.
Indeed, it is not uncommon to find that total delay to pedestrians at city centre junctions
exceeds that for vehicle users. In such circumstances, reallocation of signal time and
linking of pedestrian phases may achieve efficiency benefits. There are relatively few
other ways in which pedestrians’ travel time can be improved, but other measures such
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as parking controls and footway widening may improve their environment and safety.
Unfortunately there has been little or no analysis of the effects of such measures on
pedestrian activity.

3.10.4 Provision for freight
Lorry routes and bans

This form of traffic management is primarily designed to reduce the environmental
intrusion of heavy lorries, rather than to improve their operating conditions. Lorry routes
can be mandatory, but are more frequently advisory, and thus avoid serious reductions
in freight accessibility. Bans can be area-wide (for example in the cells between lorry
routes) or limited to particular roads, or applied solely to short lengths of road forming
a screenline or cordon. They can be complete, or limited to certain times and certain
sizes of vehicle, or with exemptions for access. Such exemptions avoid problems of lost
accessibility, but are difficult to enforce. Generally, restrictions on lorries are likely to
result in reduced efficiency, and will require increased enforcement costs. Conversely
they should, if well designed, improve the environment and safety. There have been rel-
atively few studies of such measures, although that for the Windsor cordon
demonstrated that any environmental benefits may be more than offset by increased
operating costs, and by environmental losses on the diversion routes.*

3.11 Information provision
3.11.1 Provision for the car
Conventional direction signing

Good direction signing can provide benefits to car users, and other traffic, by reducing
journey lengths and travel times; evidence suggests that around 6 per cent of travel time
may be accounted for by poor routing, and that inadequate destination signing may as
much as double the time spent searching for unfamiliar destinations.”® Conversely,
direction signing can be used to divert traffic away from environmentally sensitive
routes; however, familiar drivers are unlikely to respond to such measures.

Variable message signs

These enable drivers to be diverted away from known, but unpredictable, congestion.
They are very location-specific in their application, and hence in their benefits. Potential
benefits are primarily in terms of efficiency; drivers are unlikely to be willing to divert
in significant numbers to avoid environmental and safety problems.

Real-time driver information systems and route guidance

These are the most rapidly developing form of Advanced Transport Telematics (ATT)
application.’ Information from equipped vehicles or traffic sensors is used to provide
radio or in-vehicle display messages of delays, or to indicate preferred routes to avoid
congestion. Evidence suggests that familiar drivers are more likely to prefer informa-
tion, and to choose their own routes, while unfamiliar drivers prefer guidance.*' Several
studies have predicted reductions in travel time of around 10 per cent from such systems,
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when applied in urban areas, together with reductions in accidents.’? Unfortunately, the
only documented field trial of dynamic route guidance, in Berlin, has suggested that the
benefits may be much lower than this.”* Most benefits will, of course, accrue to
equipped vehicles in the form of improved accessibility; benefits for other private traf-
fic and for buses may well be very small, thus raising important equity considerations.
It has also been suggested that improved information may generate additional travel.
There is, however, little evidence to support such claims.

Parking information systems

These are a further application of ATT principles, designed to reduce the high level of
traffic searching for parking space in urban centres. Detectors identify car parks which
are full or almost full, and trigger signs indicating the route to the nearest available
space. Studies have demonstrated a significant reduction in time spent finding a parking
space, but it has proved more difficult to estimate the resulting reduction in vehicle-
km.** The efficiency and accessibility benefits from reduced searching may be
associated with some reductions in environmental intrusion and accidents, but these will
depend on the local circumstances.

Telecommunications

Modern telecommunication technology provides an alternative to travel for all, but stud-
ies have focused particularly on their use as an alternative to car travel. Teleworking,
through which employees can work at home, has been more extensively studied, but
there is interest also in teleshopping and teleconferencing. Studies in the US and
Holland suggest that teleworking can reduce car use; typical teleworkers work from
home two days a week, and their cars are used much less on the days when they are at
home.** Such reductions may have efficiency benefits, and will also contribute to envi-
ronmental and sustainability objectives; they will not reduce accessibility, since
teleworking provides an alternative to travel. However, their impact is limited by
employees’ and employers’ willingness to permit working from home.

Public awareness campaigns

Campaigns have been developed recently by several local authorities as ways of mak-
ing residents, and particularly car users, more aware of the effects of their travel
behaviour on the environment, and to alert them to the alternatives available, including
use of other modes and changes in destination and frequency of travel. Early surveys
have highlighted the conflict between individuals’ preferences for car use and their con-
cern over the impacts of car use.* It may therefore be possible to channel the resulting
sense of guilt into more environmentally appropriate travel behaviour; however, it is too
early to assess the impact of such schemes.

3.11.2 Provision for public transport
Service information

Timetabling, which is the basic form of service information to public transport users,
has become degraded in many areas in the UK since bus deregulation. Indeed, studies
of deregulation have identified lack of service information, aggravated by more frequent
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timetable changes, as one of the main causes of lost patronage®” and surveys have indi-
cated the potential for improved information to generate additional patronage. This, in
turn, could have accessibility and equity benefits and, potentially, help to reduce car use.
One problem in a deregulated environment is the reluctance of any operator to con-
tribute to information which includes competitors’ routes.

Real-time passenger information

This is now being provided, not just at major terminals, but at individual stations and
bus stops, and on trains and in buses. Such information, on delays and alternatives, may
on occasion enable travellers to save time by taking alternative routes. Its main impact,
however, is in reducing the uncertainty and stress associated with late running services.
Studies on the London Underground have attempted to estimate the benefits of such
information, and have indicated the potential for increasing patronage.’® There is some
evidence that larger bus operators are prepared to invest in such information systems, in
conjunction with local authorities, in order to increase market share.

Operation information systems

These use ATT-based fleet management facilities to identify locations of buses and to
reschedule services to reduce the impact of unreliability. Such systems were studied
intensively in the 1970s and have been tested more recently under the EU DRIVE pro-
gramme* but there has been little interest as yet in applications in the UK’s deregulated
environment. Once again, equipment costs are still high.

3.11.3 Provision for cyclists and pedestrians
Static direction signs

Conventional signs are virtually the only measure available under this heading, but can be
used to enhance the use of cycle priority routes and to improve access within pedestrian
areas for disabled pedestrians. Tactile footways are a further facility providing specifically
for visually handicapped pedestrians.

3.11.4 Provision for freight
Fleet management systems

These systems have been introduced widely for freight vehicles, enabling them to
respond more rapidly to the changing demands of ‘just in time’ delivery schedules, and
reducing the number of empty return journeys. They can also extend to dynamic route
guidance to avoid congestion. Most such systems are, however, introduced by freight
operators, and local authorities have little role in their implementation or operation.

3.12 Pricing measures
3.12.1 Provision for the car
Vehicle ownership taxes

These taxes are the most obvious direct charge on the private car. However, there is lit-
tle evidence that they, or taxes on car purchase, have a significant impact on car
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ownership. Even if they were to do so, they would have no effect on car use. Indeed, by
increasing the proportion of car use costs which are fixed, they could potentially have
the opposite effect. They are, however, a major source of revenue which can potentially
be used to finance transport investment.

Fuel taxes

These taxes have a more direct effect on vehicle usage. The UK government is commit-
ted to a 5 per cent p.a. real increase in the tax rate as a contribution to its sustainability
objective, and the Royal Commission on Environmental Pollution has advocated more
rapid increases than this.?' Studies at the time of the 1970s fuel crises suggested a short-
run elasticity of around -0.2 to fuel price, suggesting a 2 per cent reduction in car use
in response to a 10 per cent increase in price. However, more recent research suggests
that around half the response is in terms of increased fuel efficiency; short-run mileage
elasticities are nearer to —0.1.>> Moreover, it appears that most reductions occur in
evening and weekend leisure travel. The impact on congestion would thus be very small.
Moreover, in the longer term, drivers are more likely to switch to more fuel-efficient
vehicles. This would still contribute to fuel savings and hence to the efficiency, envi-
ronmental and sustainability objectives, but would have little effect on congestion or
safety. Fuel taxes bear most heavily on low income drivers and rural residents, whose
accessibility they may adversely affect. Fuel taxes are again a major source of revenue.

Parking charges

Charging for parking is one of the most widely used forms of parking control. Uniquely
among parking control measures, they enable demand to be kept below the supply of
parking space, thus reducing time spent searching. Elasticities with respect to parking
charges vary depending upon the availability of alternatives, but figures in the range
—0.2 to ~0.4 have been quoted.® The wider impacts depend on the alternative used by
the car driver; parking on the fringes of the controlled area, or in private parking spaces,
will inevitably have less impact on efficiency and the environment than switching to
public transport. A recurring concern with the introduction, or increasing, of parking
charges is that it will encourage drivers, and particularly those shopping, to go elsewhere,
thus adversely affecting the urban economy. There is some evidence that this may hap-
pen, although it has proved difficult to collect reliable data. Parking charges will affect
low income drivers more, and thus have equity implications. They may as a result have
some minor effects on accessibility. They are a source of finance, although the potential
for profits is usually small. As with parking controls, parking charges can readily be
applied to publicly controlled parking space. Parking charges cannot be imposed at pri-
vate car parks and, by definition, do not apply to through traffic. As noted earlier, these
represent major loopholes in the effectiveness of any form of parking control.

Congestion charging

Charging for road use has been proposed in a number of forms. Most envisage charging
to cross screenlines or cordons, using paper licences (as in Singapore), toll gates (as in
Norway) or fully automated electronic charging. Systems which charge continuously in
a defined area, based on time taken, distance travelled or (as in Cambridge) time spent
in congestion, have also been proposed. The only direct evidence of the impact of such
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schemes comes from Singapore®’ and Norway.®? However, the latter schemes were
designed to raise revenue rather than to control traffic levels. Other results are available
from the large number of desk studies conducted in the UK and elsewhere.

It is clear that congestion charging could significantly reduce car use in the charged
area, and hence reduce environmental impact and accidents. Traffic would divert to
boundary routes, other times of day and other modes; much of the transfer would be to
bus, which would benefit from the reduced congestion. Careful design is needed to
ensure that these alternatives do not themselves become congested. Subject to this, con-
gestion charging can achieve significant efficiency, environmental and safety benefits; it
should also increase accessibility, although the time and money costs of private trav-
ellers will increase. It will also generate substantial revenue, which can potentially be
used to finance other elements of a transport strategy.®

The equity impacts are more uncertain. Bus users, pedestrians and cyclists will ben-
efit; rail users will be little affected except, perhaps, by increased crowding; car users,
and particularly those on low incomes, will suffer. This is one of the major concerns
with congestion charging. A second is the potentially adverse impact on the economy of
the charged area if charging encourages drivers to travel elsewhere, on which there is lit-
tle or no evidence. A third concern relates to the practicability of the technology, which
is largely untested, and the enforcement procedures. The underlying barrier to progress,
however, is that new legislation is needed to permit congestion charging.

3.12.2 Provision for public transport
Fare levels

Fares can be adjusted on all public transport services, and will have a direct effect on
patronage and on car use. Evidence suggests a fares elasticity of around —0.3 for buses
and slightly higher for rail. Cross-elasticities for car use are around +0.05.%2 Thus a
10 per cent reduction in bus fares could increase patronage by around 3 per cent, but
would only reduce car use by 0.5 per cent. However, unlike service level changes, fares
changes apply throughout an urban area, and may thus have a greater absolute impact
on car use. The ‘Fares Fair’ campaign in London in the early 1980s, which reduced fares
by 32 per cent, was estimated to have reduced cars entering central London by 6 per
cent. Fares reductions can, therefore, contribute to efficiency and environmental objec-
tives, as well as improving accessibility for public transport users and hence equity.
There is also some evidence that they can reduce accidents.%® Their major drawback is
their cost. There is also some evidence that low fares may encourage longer distance
travel, and hence land use patterns which are in the longer term less conducive to sus-
tainability.

Fares structures

Variations in fare structure include the introduction of flat and zonal fares as alternatives
to conventional graduated fares; lower off-peak fares; and travelcards and season tickets
which allow unlimited travel within a defined area. There is some evidence that simpli-
fication of fares structures may do more than fares reductions to increase patronage.*
Changes in structure may thus also contribute positively to efficiency, environmental and
safety objectives, as well as improving accessibility by reducing the cost of marginal
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journeys. If appropriately designed, they may not impose a significant additional finan-
cial burden. However, many such structures rely on the ability to offer a common set of
charges, and free interchange, to all services in an area. Deregulation in the UK has
made this more difficult, and many innovative fare structures have been abandoned or
drastically curtailed as a resuit.

Concessionary fares

These provide lower fares or free travel to identifiable categories of passenger with spe-
cial needs. These may include schoolchildren, elderly people and people with
disabilities. Their main objective is equity-related, in enabling people who would other-
wise find public transport too expensive, or who cannot use cars, to travel. They
probably have no significant efficiency or environmental benefits, but they do improve
accessibility for the target population.%® They do, however, impose a substantial finan-
cial burden on the local authorities which support them.

3.12.3 Provision for cyclists and pedestrians

Pricing is rarely an issue for cyclists (except, possibly, for secure cycle parking) or
pedestrians.

3.12.4 Provision for freight

The fiscal measures described for cars are relevant for freight as well. Current UK gov-
ernment policy involves charging higher vehicle ownership taxes for larger vehicles to
reflect the additional costs which they impose, particularly on road maintenance. There
is, however, some evidence that the higher licence charges fail to do this. Fuel taxes can-
not readily distinguish between types of vehicle, but parking charges typically vary with
vehicle type, and some congestion charging proposals have also envisaged doing this.

3.13 Land use measures
3.13.1 Application to different modes

Land use measures cannot in the main be focused on a particular mode, and are therefore
considered together in this section. However, most of them are designed to encourage the
use of public transport, cycling and walking, shorter distance journeys (which in turn fur-
ther favour cycling and walking), and less frequent travel.® Land use measures are less
likely to significantly influence freight movements, with the obvious exception of
encouragement of development near to rail and waterborne freight facilities.

3.13.2 Types of measure
Flexible working hours

These can be considered as a form of land use measure designed to reduce demand for
peak travel and the resulting congestion. True flexible hours working provides the
employee with flexibility in hours of arrival and departure, while specifying a required
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core time and number of hours per week or month. In many cases they were introduced
by employers to retain employees rather than for transport policy purposes, and the scale
of their operation, and impact, is thus not well understood.®’ Staggered hours, in which
employers are encouraged to change the fixed working hours of all or a proportion of
their employees, were popular in the US in the 1970s, and were designed specifically to
reduce peak loadings on the transport system.%® Another variant which has been dis-
cussed, but rarely tested, is the four-day week in which employees work the same hours
per week, but travel on one fewer day. Studies of flexible working hours and staggered
hours suggest that the efficiency benefits have been small. In some cases they have
enabled peak public transport services to be withdrawn, thus saving operating costs,*’
but in the main they have simply transferred travel to slightly less congested times.
However, they have achieved significant time savings for those who participate, and thus
have accessibility benefits. It had been feared that flexible working hours would dis-
courage car sharing and public transport use. In practice US experience suggests the
reverse; some car users switch either to car sharing or to public transport because they
can adjust their working hours to match the schedules imposed.

However, all such measures are the direct responsibility of the employer, and can be
changed without consultation with transport providers. Local authorities therefore have
no real power to influence them, other than through encouragement. There are now a
few examples of local authorities working with selected employers to develop more sus-
tainable travel patterns.

Development densities

A local authority can specify densities for new development. Higher densities enable
more opportunities to be reached within a given distance, and hence may encourage
shorter journeys and use of cycling and walking. By increasing population and employ-
ment densities, they may also make public transport more viable. However, there is very
little evidence of the scale of these effects, except for cross-sectional comparisons which
demonstrate that residents in lower density areas are more likely to use the car and to
travel longer distances.® As with other land use measures, increased densities are only
likely to be effective if developers respond positively and if users elect in practice to
travel to opportunities nearer to towns and workplaces. There is evidence that develop-
ers are prepared to accept denser development, not least because it increases the return
on land investment, but there is little evidence on the response of users.

Developments within transport corridors

These provide a way of concentrating denser development, and activities which can
more readily be served by public transport, in those areas where public transport is read-
ily available. This can lead to a corridor-style development, and has been used to
considerable effect in cities such as Toronto.” The Dutch ABC policy is an extension of
this concept. Developments are categorised in terms of their ability to use public trans-
port and their need for road-based freight transport, and allocated to different zones in
an urban area.® While such strategies are intuitively sensible and should reduce journey
lengths, improve accessibility and have some efficiency and environmental benefits, it
is difficult to assess their impact on overall travel levels.
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Development mix

This can be specified in development plans in such a way that houses are closer to places
of work and to other attractions such as schools, shops and leisure facilities. Several US
states have introduced a ‘jobs-housing balance’ into their planning controls for this pur-
pose.”! However, while such policies should improve accessibility, there is little
evidence that users do in practice travel to the jobs and leisure facilities which are nearer
to their homes. Generally there is insufficient understanding at present of the impact on
travel of different policies for development density and mix. It also needs to be borne in
mind that any such policies will only apply to new development and redevelopment, and
will thus take some considerable time to have a significant impact.

Travel reduction ordinances

These are a further variant, introduced in the US, in which developers are given per-
mission to develop on the condition that they, or their tenants, produce a plan specifying
ways in which they will reduce car use to a level below that which would normally be
expected from such a development. As with so many of these measures, there is little
evidence of their impact.”

Parking standards

Standards for parking probably offer the single most direct impact on levels of car use

among land use measures. Conventionally these have required developers to provide at
least a minimum number of parking spaces per unit floor area to ensure that all park-
ing generated takes place off street. The resulting parking adds to the stock of private
non-residential space, and further reduces the ability of local authorities to use parking
controls as a restraint tool. Several local authorities have now proposed much more
restrictive standards.” Such measures can limit the growth in parking space and hence
in car use. As properties with larger car parks are redeveloped, this can lead to effi-
ciency and environmental benefits. There may be some localised reductions in
accessibility. However, there is always the danger that, under pressure from develop-
ers, local authorities will relax these new standards to attract valuable development.
This is particularly the case in areas with competing centres with different parking
standards.

3.14 Integration of policy measures
3.14.1 Need for integration

It will be clear from the previous sections that no one measure on its own is likely to
provide a solution to urban transport problems. Most have at least one positive contri-
bution to make, in reducing travel time, environmental impact or accidents, but also
have adverse impacts on, say, accessibility or equity. Some, such as traffic calming, can
achieve benefits in one location at the expense of deterioration elsewhere. Some, such
as bus and cycle priorities, would be more effective if they could influence mode choice;
without such an impact they only benefit the users of the affected mode.

For all of these reasons, a package of measures is likely to be more effective than
selecting any one measure on its own. A set of measures is likely to tackle more problems;



Table 3.5 A matrix of interactions between strategy measures

High- PT Park Park- Bus Traffic Parking PT inform- Parking Road Fuel PT Develop-
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F: providing finance for it

P: making it more publicly acceptable



76 Transport policy

one measure can offset the disadvantages of another or avoid the transfer of problems to
another area; a second measure can reinforce the impact of the first, hence, for example,
inducing a change of mode and generating greater benefits.

In these ways, synergy can be achieved between measures; that is, the overall bene-
fits are greater than the sum of the parts. The identification of measures which might
achieve such synergy is at the core of successful urban transport planning. This is the
principle behind the UK Department of Transport’s ‘Package Approach’ for local
authority funding, in which authorities are encouraged to identify packages of comple-
mentary measures which can be financed and influenced together, and which should be
more successful in meeting the authority’s objectives.'?

3.14.2 Potential benefits from integration

Integration can potentially achieve benefits in several ways. The first involves measures
which complement one another in their impact on users. Obvious examples are the pro-
vision of park and ride to increase rail or bus patronage; the use of traffic calming to
reinforce the benefits of building a bypass; the provision of public transport, or a fares
reduction, to intensify the impact of traffic restraint; and the encouragement of new
developments in conjunction with rail investment.

The second involves measures which make other elements of the strategy financially
feasible. Parking charges, a fares increase or road pricing revenue may all be seen as
ways of providing finance for new infrastructure.

The third concerns public acceptability, and the need to package measures which are
less palatable on their own with ones which demonstrate a clear benefit to those affected.
Once again an example is to be found in road pricing, which attitudinal research demon-
strates is likely to be much more acceptable if the revenue is used to invest in public
transport.!

Table 3.5 shows in matrix form, for a selection of those measures described in previ-
ous sections, those which are particularly likely to complement one another in one of
these ways.”
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CHAPTER 4

Economic and environmental
appraisal of transport
improvement projects*

C.A. Nash

In Chapter 3 reference was made to a range of objectives that transport policy may
adopt, and some of the indicators that may be used as evidence of the success of any
particular policy decision in meeting those objectives. Assessing whether a proposal is
worthwhile clearly involves forecasting the effect it will have on these indicators and
weighing them up to decide whether overall the proposal is beneficial. This process is
known as appraisal, and methods for doing this are the subject of this chapter. The
emphasis throughout is on the concepts involved; those wishing to see in more detail
how it is carried through into practice are reccommended to look at the British COBA 9
manual.'

When reference is made in this chapter to a project, the term is being used in the
broad sense, and defined as:?

A set of interrelated expenditures, actions and policies designed to achieve a coun-
try’s specific objectives for economic and social development within a specific
time-scale.

Consequently the term ‘project’ could refer to the construction of new transport infra-
structure, but it could equally well mean a management measure, such as change in fares
policy or the introduction of a traffic management scheme, or indeed an integrated strat-
egy as a whole.

Techniques of project appraisal generally rest, wholly or partly, on the concept of
economic efficiency and at the outset that concept will be explained. Tests of economic
efficiency rest on the valuation of all costs and benefits of a project in money terms, and
methods of doing this in respect of all the objectives of transport policy will then be con-
sidered. A project is economically efficient if the benefits measured in money terms
exceed the costs; the most efficient project is that for which the difference is greatest. A
method is also required for dealing with the fact that costs and benefits of transport pro-
jects are spread over many years. Conventionally this is handled by the technique of

* | am indebted to Tony May and Abigail Bristow of the Institute for Transport Studies, University
of Leeds, for helpful comments on an earlier draft of this chapter.
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discounting for time, which will be explained first in the context of financial appraisal
and then of social cost-benefit analysis.

Finally discussed is the role of indicators that are not expressed in money terms and
readily aggregated into a single measure of the net benefit of the project. These may
arise for two reasons: first, the difficulty of finding satisfactory methodologies for valu-
ing some benefits and costs in money terms, and second, that decision-takers may wish
to look at a broader range of criteria than economic efficiency. In particular, equity, and
the distribution of costs and benefits, is an objective that cannot be viewed simply as a
part of the search for economic efficiency.

4.1 Economic efficiency

A key aspect of transport appraisal is usually the search for an ‘efficient’ allocation of
scarce resources, and it is important at the outset, therefore, to have a clear understand-
ing of what is meant by the concept of economic efficiency. An economically efficient
allocation of resources is achieved when it is impossible to make one person or group
in society better off without making another group worse off. In other words, if projects
could be found and undertaken which would make everyone better off, those projects
would serve to promote economic efficiency.

Now it may reasonably be argued that few, if any, projects in the transport sector or
any other sector of the economy have such an effect. Almost anything one does is bound
to hurt somebody, if only the taxpayer who pays for it. However, this is ignoring the pos-
sibility of compensation. Suppose for instance that a project is undertaken which will
give a certain group of people a faster journey to work. Suppose also that collectively
they are willing to pay £100 000 for this faster journey, but that implementation of the
project will cost only £50 000. It is clear that, in principle, it would be possible to make
everyone better off by undertaking the project. Those who experience the faster journey
would be willing to compensate fully those who paid for the project and still be better
off themselves. The principle can be extended to encompass other effects of transport
projects, for instance on safety or the environment. Suppose that the project in question
increases the risk of accidents and leads to environmental damage in the form of noise
or air pollution. Provided that those experiencing these costs of the project would be
willing to accept that a payment of less than £50 000 would fully compensate them for
bearing these costs, then the project could still in principle make everyone better off.

Thus, seeking economic efficiency means taking all measures for which the ‘will-
ingness to pay’ of the beneficiaries exceeds the ‘required compensation’ of the losers.

Two important points should be noted. The first is that it is rare for compensation
actually to be paid, so that projects have gainers and losers. While repeated application
of the compensation test should achieve an economically efficient situation, there is a
whole range of possible economically efficient allocations of resources, each with its
own distribution of costs and benefits. In some of them, a few people may be very well
off and everyone else very poor; in others everyone might be equally well off. Many
people will have preferences between alternative economically efficient positions in
terms of their distribution of costs and benefits, but such positions cannot be compared
in terms of economic efficiency; they are all equally efficient. To deal with this issue, it
is necessary to follow the example of Chapter 3 and introduce equity as a further goal.
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Second, it is necessary to define more clearly what is meant by the welfare of an indi-
vidual. It has been implied that if a change occurs for which an individual is willing to
pay more than they have to in order to secure it, or for which they receive more than the
minimum compensation they require, then that individual can be regarded as being bet-
ter off with the change than before it occurred. In other words, welfare can be judged in
terms of individuals’ own preferences as revealed in their choices about how much to
pay or how much compensation they require. There are clearly cases where it might be
thought that individuals do not act in accordance with their own best interests, and a
more paternalistic view may be taken. For example, it should be clear that under the def-
initions so far, both drug trafficking and prostitution could be considered welfare
promoting activities. Perhaps the strongest argument for a more paternalistic approach
is where individuals are not fully informed of the long-term consequences of their
actions; this is an issue that arises frequently in the case of environmental effects.

4.2 Economic efficiency and markets

In a free market, under certain conditions, an economically efficient allocation of
resources will be achieved simply by the activities of producers and consumers freely
buying and selling goods and services. Basically this is because firms competing to sup-
ply products will supply them as long as the amount that people are willing to pay for
them exceeds the cost of production. In a perfectly operating market economy all goods
will be produced for which consumers are willing to pay the costs, and prices will be
equal to the marginal costs of production (or in other words the cost per unit of a small
increase in production). This is an argument for leaving resource allocation up to the
free market.

This may be illustrated with a simple example. Figure 4.1 shows the market mecha-
nism at work. Suppose that the demand for a particular good (Q) is determined by the
equation:

Q=100-2P 4.1)

where P is the price. This is one of the fundamental concepts of economics — the
demand curve — and shows the relationship between the demand for a product and its
price, all other factors (such as the price of competing goods and the income of the con-
sumers) being held constant. Suppose also that the cost of producing the good is equal
to 10 per unit (i.e. for simplicity it will be assumed that this cost is constant no matter
how much of the good is produced). In other words, the marginal cost (MC) of an extra
unit of the good is equal to the average cost (4C) of all units produced. Thus MC = AC
= 10 regardless of the value of output in the diagram. In a free market, producers will
be willing to supply the good as long as they receive a price of at least 10 per unit. In
other words, the line MC = AC = 10 may be regarded as a supply curve which shows
that producers will be willing to supply any amount of the good at a price of 10 per unit.
Thus consumers will buy as much of the good as they are willing to pay at least 10 units
to obtain. This quantity is found by looking at the quantity given by the demand curve
when price equals 10; in the diagram this turns out to be 80. Thus price will be estab-
lished at 10 and the quantity sold will be 80. Consumers will receive as much of the
good as they are willing to pay the costs of producing, and the outcome will be eco-
nomically efficient.
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In other words, an economically efficient allocation of resources implies that the
price of all goods should be equal to the marginal cost of producing them. Therefore, if
a demand curve is defined which relates the quantity demanded (Q) to price (P) and a
marginal cost curve which relates the marginal cost (MC) to volume (), then:

0=0(P) (4.2)
and MC=C(Q) 4.3)

The optimal level of output for any good can be found by setting P = MC and solving
this pair of simultaneous equations.

However, there are a number of objections to the presumption that a free market will
lead to an efficient allocation of resources in the transport sector:

1. Natural monopoly exists where it is impossible or inefficient to have competing
firms, and consequently the single operator has the power to raise prices above mar-
ginal costs. It has generally been considered that transport infrastructure forms a
natural monopoly, because it is very expensive to have competing networks of roads
or of railway lines serving the same points. The implication of this is usually taken
to be that the state needs either to own it outright or, if it is privately owned, to reg-
ulate the price charged for its use.

2. Transport imposes costs on third parties (€.g. accidents, delay, environmental pollu-
tion). These costs are known to economists as external costs because they are not
borne by the individual consumer or the firm supplying the transport facilities, and
will be ignored unless the government intervenes (e.g. by charging a tax equal to
these costs, or by introducing direct controls to limit its effect).

3. As was implied in Section 4.1, the free market may produce an efficient outcome, but
it is not necessarily equitable. For instance, some people (particularly poorer people
or people with disabilities) may be left without transport. Central or local government
may intervene to provide services for such people.

Thus in practice consumers (freight and passengers), private producers, state owned pro-
ducers, central government and local government all have a part in the transport system.

50

Demand curve

Price

10 MC=AC

80 100 Quantity

Fig. 4.1 Market equilibrium example
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4.3 Valuing costs and benefits
4.3.1 Transport efficiency

This chapter is concerned primarily with appraisal criteria for those circumstances
where the state does intervene in the transport sector. This section considers the alter-
native methodologies that are available to find the willingness to pay of beneficiaries
and the compensation required by losers from the effects of transport projects.

Consider the appraisal of a typical road scheme (Table 4.1). Like any other project,
it will involve capital, maintenance and operating costs. Unlike many other projects, the
bulk of the operating costs will be incurred by people other than the agency undertak-
ing the project — namely motorists, bus companies and road hauliers. Moreover, to the
extent that in the absence of the scheme they would have used poorer quality, more con-
gested roads, then operating costs will typically be reduced by provision of a new road;
it is only in respect of any traffic generated by the road itself that costs will increase.
There may also be some maintenance cost savings on existing roads as a result of the
reduced level of traffic using them.

Table 4.1 Costs and benefits of a road scheme?*

Traffic growth
(alternative assumptions)
High (£000s) Lows {£000s)

Costs

Construction cost 2491 2491
Maintenance cost 72 72
Delays during construction 32 32
Total 2595 2595
Benefits

Time and operating cost savings 4218 2658
Accident savings 417 304
Total 4635 2962
Net Present Value 2040 367

Note: These values are in fact present values, in 1979 prices, discounted at 7%. The calculation
of present values is explained below

So far, the cost-benefit analysis appears very straightforward. All the above items are
readily measured in money terms. By the arguments of the previous section, it follows
that, wherever competitive markets are operating freely, market prices are appropriate as
measures of costs or benefits of transport projects. Consequently, for construction,
maintenance and operating costs of projects, market prices are usually taken as repre-
senting the true cost of the resources. Where markets are distorted, market prices may
need adjustment and this leads to the process of shadow pricing — substituting for the
market price a value which is thought more appropriate than the market price. Shadow
pricing is most often used in developing countries with severe problems of a surplus of
unskilled labour and a shortage of foreign exchange. To consider it here would be out-
side the scope of this text; the interested reader is referred to reference 2 for a simple
explanation in a transport context. The one adjustment that is commonly undertaken
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even in developed countries is to remove any element of taxation from these costs, as
this is a transfer to the government rather than a cost to the economy as a whole (i.c. the
cost to the taxpayer of paying the tax is offset by the availability of the tax revenue pro-
vided that it is wisely spent).

But many costs and benefits of transport projects — time savings, pain and grief
resulting from accidents, environmental effects — do not have a market price. In this
case, a variety of methods have been used to try to establish what those affected would
be willing to pay for the benefits or would require in compensation for the costs.

In the case of time savings, there is a distinction to be made between time spent
travelling during working hours (which includes bus and lorry drivers as well as busi-
ness travellers), and time spent travelling during one’s own time. In the former case,
it is usual to value the time at the wage rate of the employee concerned plus a mark-
up to allow for overhead costs of employing labour (such as social insurance charges).
This assumes that the time saved can be gainfully employed, and that the gross wage
represents the value of the marginal product of labour in its alternative use. Doubts,
however, may be raised on a number of grounds. Is the time saving large enough to be
of use, or will it simply be wasted as idle time? (Individual transport projects often
yield savings of less than a minute, although these may be aggregated with savings
from other schemes to form more useful amounts of time.) Will the labour released
find alternative work, or add to unemployment? If it does find alternative employ-
ment, does the gross wage really reflect the value of its marginal product in the new
use??

For non-working time, the problem of valuation is greater. The approach here has
been to try to discover what people are willing to pay to save time, either by ‘revealed
preference’ or by ‘stated preference’ methods. Revealed preference methods rely on
studying people’s behaviour in situations in which they reveal an implicit value of time.
The most popular case is that of the choice of travel mode, where people may have a
choice between two modes one of which is faster and more expensive than the other. If
a model is estimated which forecasts the probability that someone chooses one mode
rather than the other as a function of journey time, money cost and any other relevant
quality differences, then the relative weight attached to time and money can be used to
estimate their value of time.

This approach was used for many years, but it suffered from some problems. It is
necessary to find cases where such trade-offs really exist and are perceived by a repre-
sentative cross-section of the population. To estimate the value of time to a reasonable
degree of accuracy, samples running into thousands are needed, and the data usually
have to be collected specifically for this purpose by means of a questionnaire survey.
An alternative is to use stated preference methods, in which the respondents to the sur-
vey are asked what they would choose given hypothetical alternatives (an example is
given in Table 4.2). This enables the individual trade-offs to be designed to reveal the
maximum information about the value of time; moreover, each respondent can be
asked about a number of difterent choices. This allows great economies in sample size.
After piloting and testing to ensure that the results were similar to those produced by
revealed preference methods, this approach was used extensively in the studies that
determined the values of leisure time currently used by the British Department of
Transport (Table 4.3).4
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Table 4.2 Example of a stated preference question*

Please compare the following alternative combinations of train fare and service level

A
LONDON, dep 2.50 3.20 3.50 4.20 4.50
Stockport ... 5.10 5.40 6.10 6.40 7.10
Manchester, arr 5.20 5.50 6.20 6.50 7.20

Fares: one way £12, return £24
Scheduled journey time: 2 h 30 min
Reliability: up to 10 min late

B
LONDON, dep 2.50 . 3.50 . 4,50
Stockport ... 5.40 . 6.40 . 7.40
Manchester, arr 5.50 . 6.50 . 7.50

Fares: one way £10, return £20
Scheduled journey time: 3 h
Reliability: up to 30 min late

Do you:
Definitely Probably Like A and Probably Definitely
prefer A prefer A B equally prefer B prefer B

*Source: Institute for Transport Studies, University of Leeds questionnaire

Table 4.3 Resource values of time per person (pence per hour)’

Average 1988 prices
and values (pence/h)

a) Working time

Car driver 849.7
Car passenger 705.3
Bus passenger 701.2
Rail passenger 1066.1
Underground passenger 1050.0
Bus driver 647.6
Light goods vehicle occupant 660.8
Heavy goods vehicle occupant 622.5
All workers 841.6
b) Non-working time in-vehicle

Standard appraisal value 207.5

¢) Walking, waiting and cycling

Double the in-vehicle
values in (b)

4.3.2 Generated traffic

The above discussion suggests that the cost of making a particular journey may be taken

as

where G = generalised cost, M = money cost, v = value of time, and T = journey time.

G=M+T
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(Obviously this is a simplification, and other variables may need to be added to gener-
alised cost. For instance, time is often split into walking, waiting and in-vehicle time.)
Thus the price in a standard demand curve may be replaced by this notion of generalised
cost, which allows for the fact that transport users pay for their journey in a combina-
tion of time and money devoted to it. It would be expected that, as the generalised cost
of journeys fell, so the number undertaken would rise, so that a demand curve can be
drawn relating this generalised cost to the number of journeys made, or 0 = Q (G).
Assuming for simplicity a straight line demand relationship, this may be drawn as in
Fig. 4.2,

m =05 [G1'GEJ [O1+02}

Il = excess of G, over resource cost

Generalised cost

R

Q @

Traffic volume

Fig. 4.2 Benefits from reduced transport costs

Now suppose that a transport project reduces the generalised cost from G| to G,, and
causes an increase in demand from Q, to Q,. The generalised cost saving to the existing
users is straightforwardly measured as (G, — G,) O, (but note that there may be some
offsetting loss of tax revenue to the government to be taken into account). New users are
actually paying G, for their journeys. They must value these journeys on average at least
this highly. On the other hand they were not willing to travel when the cost was G,. In
fact the demand curve tells the maximum that each user is willing to pay for the jour-
ney, and if it is linear then on average this is halfway between G, and G,. They are
actually paying G,. Thus on average the difference between what they are willing to pay
and what they actually pay is 0.5 (G, — G,). This is termed the consumers’surplus on the
additional journeys. Overall the benefit to users from the generalised cost change, or the
additional consumer surplus to users, is therefore 0.5 (G, - G,) (O, + Q,).

(Strictly speaking there is also another factor to consider. If the generalised cost for
the generated traffic included a payment of tax, then — as explained above — this should
be seen as a transfer rather than a true resource cost. The excess of G, over resource cost
should be seen also as a net benefit of the generated traffic; it is a part of the willingness
to pay of the user unmatched by any resource cost to the economy concerned.)
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The implication of this analysis so far is that if generated traffic is ignored, then the
benefits of a transport project will be understated, and indeed that the greater the gen-
erated traffic the more beneficial the project. This may clash with current widely
accepted views that generated traffic is a problem rather than a benefit. There are several
reasons why generated traffic may be seen as a problem.

1. If the road will be congested even after the project, then the presence of generated
traffic will raise the generalised cost over what it would otherwise be. In other words
the final generalised cost will not be G,, but somewhere between G, and G,. If future
benefits have been estimated assuming the speeds that would exist without this
increase in traffic, then the benefits may have been seriously overstated.®

2. Generated traffic will bring with it additional accident risks and environmental costs
which have to be set against the benefit to users and to the state.

3. It should be remembered that the simple two-dimensional representation of demand
used so far assumes that all other variables affecting demand are held constant. If the
presence of generated traffic is associated with changes in other variables, for
instance land use, then this condition is infringed. If the extra (or more likely longer)
journeys arise because the project in question has led to a relocation of facilities at
more remote sites then the above logic cannot be used to impute a benefit to users
from these trips. In such cases, more complex measures beyond the scope of this text
are-needed to measure the consumer surplus from the simultaneous transport and
land use changes.®

The case dealt with in this section so far is very simplified. In principle the transport sys-
tem is modelled as a single journey with a unique generalised cost. In fact, it comprises
many journeys over a wide variety of routes and by a number of modes. These interact
in that together they determine the level of congestion on the network, and in that a
change in the generalised cost on one route or mode may change demand on others.
Examining the complications this leads to for the appraisal process is beyond the scope
of this text. But it turns out that in many circumstances, a good approximation to the
change in consumer surplus on the system as a whole is given by simply summing the
above measure over all links and modes, i.e.

> > 0.5(G1- G2)(Q1+02) (4.5)
m |

where m = mode, / = link, and G,, G,, Q, and Q, are as defined previously.

The reader should be warned, however, that for very large changes, and in particular
where totally new modes of transport are being introduced, this measure is not adequate
and more complicated methods are needed.®

4.3.3 Safety

Turning to accidents, the costs may be divided into those that are readily valued in
money terms, and those that are not. The former include damage to property and vehicles,
health service, ambulance and police costs, and loss of production due to victims being
unable to work (this again is typically valued at the gross wage). What is more difficult
is to place a money value on the pain, grief and suffering caused by death or injury in
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an accident. For many years, in Britain, this value was determined by the political
process rather than the preferences of those directly involved. However, it is possible to
apply both revealed preference and stated preference techniques to this issue as well.
The way to do this is to recognise that transport improvements do not save the lives of
specific known individuals; rather they lead to a reduced probability of involvement in
an accident for all users. Thus real or hypothetical trade-offs between safety and cost
may be used to derive the value of a life. Such a stated preference study’ is indeed the
basis of the value currently used by the British Department of Transport (Table 4.4),
although there may be doubts as to how well people are able to respond to questions
involving changes in very small probabilities.

The British Department of Transport utilises a computer program (COBA) to calculate
the value of its trunk road projects. This program includes the money values of all the
items so far discussed, as indeed do the methods used in all the major countries of Western
Europe (although until recently it did not generally allow for the existence of generated
traffic). But it does not value any of the other effects of road schemes, of which by far the
most important and controversial are the environmental effects of such schemes. The issue
of how to take these into account in the appraisal process is described next.

Table 4.4 Average cost per casualty by severity' (1988 prices)

Type of casualty Cost (£)
Fatal 565 900
Serious 58 920
Slight 4810

4.4 Valuing environmental effects

So far the valuation methods discussed have taken into account two of the objectives
referred to in Chapter 2 — transport efficiency and safety. This section deals with the
issue of environmental evaluation. First this is discussed in terms of the ability to value
environmental effects in money terms. (For a more detailed discussion of methods see
reference 8. A recent attempt at comprehensive monetary valuation is contained in
reference 9). Later in the chapter, alternative approaches are considered.

Transport projects have many important environmental effects, both at the local and
global level. At the local level, they lead to property demolition, noise nuisance, visual
intrusion and air pollution. At the same time, by taking traffic off other, perhaps more
environmentally sensitive roads, projects may offer environmental benefits. More glob-
ally, schemes require inputs, such as limestone for construction purposes; to the extent
that they generate additional traffic they also require oil production and produce pollu-
tants with more than purely local effects, such as nitrogen oxides (implicated in acid
rain) and carbon dioxide (a greenhouse gas).

4.4.1 Revealed preference methods

These methods rely on finding a market in which members of the population reveal the
value they attach to the attribute in question in terms of willingness to pay for it or to
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accept compensation for its loss. This concept has already been discussed in relation to
valuing time savings and accidents.

Turning to environmental issues, there are two long-standing revealed preference
approaches in use — hedonic pricing, and the Clawson approach. Hedonic pricing is most
often used in the context of house price models, although it is also used for instance in
the estimation of the value placed on accidents via wage rate studies. The approach is to
estimate the relationship between house prices and the environmental characteristics of
houses, controlling for other factors such as the physical characteristics of the house and
its accessibility. The estimated effect on price of environmental factors, such as the level
of noise and air pollution, is often taken as some sort of mean valuation of the character-
istics in question, although it is possible to apply more complex methods.

The house price approach has been subject to many criticisms. For instance, as usu-
ally applied, it assumes a perfect market in which buyers with perfect knowledge can
obtain any combination of characteristics they wish. At best it can obviously only be
used to value attributes experienced in the home, and where people correctly perceive
the effect on themselves. Thus it is likely to be more appropriate as a way of valuing
noise nuisance than of valuing the health impacts of air pollution.

The Clawson, or travel cost, approach by contrast is only applicable for valuing the
benefits of visiting facilities (e.g. country parks, nature reserves, forests, beaches). It
relies on estimating a demand curve relating the frequency of visit to the travel cost
involved. Again there are many practical problems involved. The most common is prob-
ably the fact that most leisure trips are multi-purpose, and it is not clear to what extent
the cost of them is incurred to visit a single facility, such as a beach or a stretch of wood-
land, as opposed to the other components of the trip. Again it is a very partial technique;
at best it can only measure the benefit people get from visiting a site rather than the ben-
efit the site may hold in terms of scientific research, in terms of forming the subject of
books and films or simply because people are willing to pay to preserve it.

In general then it appears that revealed preference methods are likely to be of value
only in measuring amenity values of benefits readily perceived and understood and
experienced in a limited number of locations.

4.4.2 Stated preference methods

In recent years, stated preference methods have taken over from revealed preference as
the dominant method used in overcoming valuation problems in cost-benefit analysis.
Again, as discussed in relation to valuing time savings and accidents, the approach is
usually to ask respondents to choose between a number of discrete choices. However,
stated preference methods also exist in a number of different forms. The one which has
become most popular in the environmental field is the contingent valuation method.
This involves actually asking a straight ‘willingness to pay’ to achieve or avoid some
particular result, such as to protect a forest from destruction or to prevent building of a
power station in a particular location. The attraction of this approach is that in principle
it can be used to value anything, whether it can readily be quantified or not, whether it
has actually been experienced or not. With the aid of this technique it would appear pos-
sible to quantify all the externalities involved in the transport sector.

But again there are problems. There has been concern ever since the approach was
first formulated with the likely biases that may creep in'® when asking hypothetical
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questions about issues that may be unfamiliar. There is conflicting evidence on the seri-
ousness of all these problems, and in part this reflects the fact that they are likely to be
much more serious in a badly designed survey than in a well designed one. But it is also
the case that despite the apparent universality of the technique some issues are easier to
deal with than others. For instance it is likely to be easier to tackle the preservation of a
feature which is well known (so people understand the issue) but about which feelings
do not run high (so they do not have a strong incentive to bias their answers) than either
a very controversial issue or one which is complicated and poorly understood. In prac-
tice, the fact that environmental effects of transport projects are typically both
complicated and very controversial may make the technique difficult to apply.

4.4.3 Opportunity cost

The opportunity cost approach is quite different from both stated and revealed prefer-
ence approaches in that it does not attempt to estimate willingness to pay for the benefit
or to avoid the cost. Rather it asks what expenditure would be needed to offset it. In gen-
eral the problem with this approach is that if the value placed by the population on the
effect in question is not known, then it is not known whether in fact it is worth offset-
ting it. In some circumstances, however, it may be clear that it is worthwhile offsetting
it (for instance, where air pollution damages a building and it is cheaper to repair it than
to replace it, or where it destroys crops and it is known that their market value is at least
as great as the cost of replacing them).

A version of this approach has become much more common in recent years as a
result of two developments. The first is a tendency in the face of uncertainty about the
true damage costs caused by different pollutants to adopt a ‘precautionary principle’ of
limiting the level of the pollutant to what is considered a safe level. In this situation,
any project which pushes pollution above the limit must be balanced by another (shadow)
project to offset this effect. For instance if the limit for greenhouse gas emissions that
can be tolerated is known, and emissions from transport are to be allowed to rise, then
other emissions must be reduced elsewhere. In this context, the cost of reducing green-
house gas emissions elsewhere by one unit becomes the opportunity cost of allowing
them to rise in transport. Quantification of this opportunity cost is also not without its
problems; strictly it requires examination of all possible ways of reducing greenhouse
gas emissions elsewhere in the economy in order to identify the one with the least cost.

4.4.4 Comment on the various economic methods and the Leitch framework

In principle, then, methods exist which may be used for valuing all the costs and bene-
fits of transport projects, but all have their problems and the reliability of all is open to
doubt. For instance, the effects of property demolition could be studied by means of a
contingent valuation survey, asking people the minimum compensation they would need
to willingly sell their existing house (this was undertaken as part of the studies of the
proposed third London airport in the early 1970s; see reference 10, Chapter 9). Noise,
visual amenity and local air pollution have all been valued by means of studies of house
price differentials, which are one way in which people indirectly reveal their willingness
to pay for a superior environmental quality.!' For global pollutants, the opportunity cost
approach may be taken.
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In the current British methodology, no attempt is made to provide a monetary value
to the environmental effects of road schemes. Rather, the environmental effects are set
out in a matrix known as the Leitch framework (after the chairman of the committee
which devised it'?), subsequently updated as Chapter 11 of the Department of Transport
Design Manual for Roads and Bridges.”> A summary of the elements included in the
original Leitch framework is shown in Table 4.5. From this it will be seen that there is
a wide variety of measures, in different units, viz. physical measures, numbers of houses,
rankings, and verbal descriptions, as well as the financial ones; the revised version con-
tains a similar mixture of financial, quantitative and verbal information. At the same
time, no measures are included of non-local environmental effects of schemes. This is
because, with traffic assumed constant regardless of what road schemes are built, the
level of these pollutants hardly varies.

Table 4.5 Summary of the measures used in the Leitch framework' for assessing the
costs and benefits of road schemes

Number of measures

Incidence group Nature of effect Financial Other
Road users Accidents 1 3
Comfort/convenience 6
Operating costs 5
Amenity 2
Non-road Demolition
users disamenity (houses,
directly shops, offices,
affected factories, schools,
churches, public
open space) 37
Land take,
severance,
disamenity to
farmers 7
Those Landscape,
concerned scientific,
historical value,
land use, other 9
transport operators (+ verbal
description)
Financing Costs and benefits
authority in money terms 7
Total 19 58

By contrast, a number of other countries, including Germany and Sweden, do explicitly
put economic values on certain local environmental effects in their appraisal of transport
projects. For instance both of these countries value noise and local air pollution. It must
be said, however, that the values used are based on somewhat shaky evidence, and are
derived from estimates of the opportunity costs of achieving environmental standards by
alternative means (such as double glazing, or fitting catalytic converters to vehicles).
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4.5 Equity considerations

As noted above, seeking economic efficiency involves determining those projects for
which the ‘willingness to pay’ of the beneficiaries exceeds the ‘required compensation’
of the losers. This rule, if applied throughout the economy, ensures that a position of
economic efficiency is reached. That position could, however, involve a distribution of
income with a small very rich group and a large very poor group within an economy.

If one is concerned with the distribution of income in the economy, then it is neces-
sary to know not just whether a project contributes to economic efficiency but also who
gains and who loses from it. This can be undertaken by identifying groups in terms of
function (motorists, consumers, bus users, government, transport operators, residents)
and income level, and disaggregating costs and benefits to these groups. Then it is pos-
sible to attach, explicitly or implicitly, higher weight to poorer sectors of society.

However, this makes the analysis much more complicated, as the repercussions of
projects have to be traced through all those affected. For instance, suppose that a project
reduces the costs of freight transport to a city centre. The results obtained may be a mix-
ture of higher profits for freight operators, higher profits for retailers, higher rents for
property owners, higher taxes for central and local government, and lower prices for
consumers. As can be seen, it is much easier to measure the transport cost saving than
to attempt to trace through who ultimately gains from it.

The Leitch framework goes some way towards allowing for equity, by dividing costs
and benefits into those falling on road users, occupiers of property, those interested in
the historical or scientific value of the site, etc. But there are some strange inconsisten-
cies surrounding the treatment of public authorities. There is no clear separation of the
cash flow to and from public authorities from the benefits to users — for some reason,
both are treated as benefits to the financing authority. This certainly reinforces the view
that the financing authority appears only to be interested in time savings for users but
not in environmental costs and benefits. Amongst other groups for whom benefits are
not clearly isolated are companies (regarding freight and business travel), public trans-
port operators, cyclists and pedestrians.

A more consistent approach to the specification of and measurement of effects on inci-
dence groups has recently been published.!* Initially developed as a Planning Balance
Sheet'* and later extended and renamed to form what is now known as a Community
Impact Evaluation, this approach clearly specifies all the relevant groups and consistently
identifies costs and benefits to them, either in whatever the natural units of measurement
of the effect in question are, or in money units where valuations are deemed to be suf-
ficiently reliable to be of value. A more recent extension of this approach is the common
appraisal framework developed for the Department of Transport.'¢

One final point may be made on the distributional issue. When evaluating methods of
valuing time and accident savings, there is — not surprisingly — clear evidence that these
are related to ability to pay. Thus if one were applying cost-benefit analysis purely as an
efficiency test, one would need to disaggregate benefits by income group and apply high-
er values of these benefits to the better off. This would systematically bias decisions
towards improving roads used more by the affluent, for instance those in wealthier parts
of the country.

In practice, this has never been seen as politically acceptable in Britain. Thus it is
usual simply to apply average values to all road users. This in itself could introduce
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some curious biases to decisions, however. For instance, it may lead authorities to spend
money on securing time savings for travellers in poor areas on the basis of the average
value of time, when in fact those travellers value the time savings at less than the cost
of the scheme, and would rather have received the cash as a tax reduction. This illus-
trates the problem that effectively uprating one item of benefit for the poor while not
applying similar weights to all others distorts the relative values of different types of
cost and benefit. It is more consistent to value all costs and benefits at people’s own will-
ingness to pay or to accept compensation, and then to apply extra weight to all costs or
benefis experienced by poorer groups if this is desired.

4.6 Economic regeneration considerations

In many countries, a main motivation behind transport projects is the encouragement of
economic development and the promotion of particular patterns of land use. Thus for
instance better roads to remote areas may be built to reduce their disadvantage in terms
of transport cost; improved public transport to a city centre may be used to try to reduce
decentralisation of jobs.

It is clear from the above that the approach in Britain has generally been to concentrate
on the direct transport benefits of projects, on the assumption that these are overwhelm-
ingly the most important factors. Part of the reason for this is that, in a small country with
an already well developed transport system, even a major transport project will only have
a small effect on the total costs of production and distribution of most industries in a par-
ticular location. Typically, in Britain, transport costs amount to some 8 per cent of total
production and distribution costs, and even major projects will change total cost by less
than 1 per cent.!” Moreover, even if one could reduce the disadvantage of remote areas,
they will still not be favoured unless they have some advantages which outweigh the fact
that their transport costs will still be higher than those in more accessible locations.

Nevertheless, there clearly are cases where transport improvements do affect land use
and economic development. A major estuary crossing, for example, may enable firms to
concentrate their distribution facilities (or even production) on one-side of the estuary,
with consequent exploitation of economies of scale.'® A major mdtorway development
close to a major conurbation will tend to attract distribution and retailing activities, par-
ticularly at junctions with other motorways.'® Improved rail services to the city centre
may well trigger house building for commuter purchase,?’ and perhaps also make the
city centre a more attractive location for firms. It should also be noted that these devel-
opments are not always beneficial. In the case of the M25 motorway around London,
much new development has been attracted to a green belt area, at considerable environ-
mental cost. Improved roads to remote areas may promote tourist travel, but they also
enable firms to serve those areas from major centres, leading to the closure of local facil-
ities such as bakers and distribution depots. Improved rail services may lead to the
growth of long-distance commuting and urban sprawl. These considerations are likely
to become of greater importance in the future if transport policy, while restraining the
car in urban areas, continues to sanction its unrestrained use elsewhere.

Although models do exist to try to predict these sorts of repercussions of transport
projects, they are complex to use and they are not yet at the stage that they can be relied
on to give more then general guidance on likely effects.?! Thus weighing up of these fac-
tors still has to be mainly a matter of judgement. In practice, an ‘opportunity cost’
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approach based on the cost of creating jobs by alternative means is commonly used for
valuation. Nevertheless, it appears that many European countries pay more attention to
regional and land use factors when reaching a view on the overall desirability of a
scheme than does Britain.

4.7 Budget constraints

It is very rare for a transport agency to have the financial resources to undertake all pro-
jects that would otherwise be justified. Thus it is usually important to look at the
financial implications of the projects in question. This means not just estimating capital
costs, but also operating and maintenance costs and sources of revenue over the life of
the project. The presence of a predicted revenue stream may give rise to the possibility
of additional borrowing, to be repaid from the revenue, or of the direct involvement of
private capital, in either case easing the current budget constraint. Given a limited bud-
get, the aim is to identify that set of projects which will yield the greatest net benefits
per pound of government finance.

4.8 Appraisal criteria

What has been considered so far is a list of relevant costs and benefits and how they may
be measured and valued. But how then may all the items be brought together to reach a
decision?

When a commercial enterprise analyses whether it will be profitable for it to under-
take a project, it undertakes what is commonly termed a financial appraisal. A financial
appraisal of a project involves measuring all the effects of the project on the cash flow
of the agent undertaking it. These are then ‘discounted’ back to the present to find its net
present value in financial terms. In a social appraisal, one is not just concerned with cash
and not just concerned with the agent undertaking the project: the objective is to mea-
sure the benefits and costs whoever receives them and whatever form they take.

In order to undertake an appraisal it is necessary to identify: (a) the base case (i.e.
what will happen without the project), and (b) the option (what will happen with it).

For a financial appraisal, one simply seeks to identify the change in cash flow
between the above two cases. However, in considering cash flows it is necessary to
allow for the fact that firms would rather have cash now than in the future, because of
the interest they could have earned if they had the money immediately.

To a firm which can lend money at a rate of interest of  per cent per annum, £1 now
is worth (1 + r) after 1 year, (1 + ) after 2 years and (1 + r) after ¢ years. Simply revers-
ing the procedure, it may be said then that the present value of £1 in 1 year’s time is

1

(1+7) (46)
in 2 't - 4.7
in 2 years’ time = Uery? 4.7
. . 1
and in ¢ years’ time = (4.8)
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This, therefore, is the basis of the method known as discounting for time to calculate the
Net Present Value (NPV) of the project (see Table 4.6). Note that the costs and benefits
arising in each year of the life of the project are simply multiplied by the discount fac-
tor which converts them into present values. The net present value is simply the
difference between the sum of the discounted costs and the discounted benefits.

Table 4.8 Example of an investment appraisal, showing effect of the project

Change Changa in Net cash Discount Discounted
in costs C, revenue R, flow factor at cash flow

Year (£) (€) (£} 10% (£)

0 +100 0 -100 1 -100

1 -10 +20 +30 0.909 +27.27

2 -10 +20 +30 0.826 +24.78

20 -10 +20 +30 0.149 +4:47
NPV = 155.3

¢
orney =Y Bzl
(+rf
i=1

(PV)

It is usual even in a social cost-benefit analysis to adopt the same approach of dis-
counting for time, although the justification is less obvious. Three different
justifications, with differing implications for the appropriate choice of discount rate, are
to be found in the literature.

1. That because people are generally becoming better off over time, they place less
weight on a given benefit the further it is into the future (i.e. the social time prefer-
ence argument).

2. That any financial resources devoted to the transport sector could alternatively have
been invested elsewhere in the economy, where they would have yielded an economic
return. The aim of discounting then is to ensure that they earn at least as high a return
in the transport sector as they would have done elsewhere (i.e. the opportunity cost
argument).

3. To ration scarce financial resources within the transport sector (i.e. the capital
rationing argument).

Of these, it is argument (2) that usually wins with governments and lending agencies.
Thus an opportunity cost rate of discount is usually adopted. In Britain at the present
time this is taken to be 8 per cent; in many countries, particularly developing countries,
it is 10-12 per cent. It is important to realise the degree to which this process reduces
the weight given to future costs and benefits; for instance after 10 years, the weight
attached to costs and benefits when discounting at 5 per cent is 0.61 and at 10 per cent
is 0.39. After 30 years, the relevant values are 0.23 and 0.06 respectively.

A number of decision rules have been proposed, but the simplest to use is to under-
take all projects for which the net present value is positive. This is only valid, however,
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when there is no shortage of funds to undertake all the projects in question. If a number
of projects are competing for scarce resources, a simple value for money index can then
be derived by dividing the net present value of the benefits minus costs of the project by
the net present value of the financial requirement, and then ranking the projects in order
of this indicator.

If all costs and benefits could be valued in money terms, this would lead to a simple
criterion on which the value of a project could be judged. In practice, it is usual for an
appraisal to contain some factors which have not been valued in money terms.

In the British Department of Transport’s approach to appraisal, no formal method is
used for trading off these various measures against each other and against the ‘economic’
costs and benefits. At the local level, the Leitch framework is used to reach a judgement
as to which of a number of local variants of the scheme is the best overall. But in set-
ting national priorities between schemes for funding this leads to problems. How could
one possibly use the Leitch framework approach to rank schemes on a national level, for
instance to set priorities between bypasses, motorway upgrading, new urban roads and
development roads in remote areas?

So far, the examples of transport appraisals used in this chapter have been based
largely on methods devised by the British Department of Transport for central govern-
ment use in the evaluation of motorways and trunk roads. Local authorities have tended
to take a somewhat different approach. Perhaps because they are more concerned with
planning and environmental issues rather than narrow transport benefits, they have been
much more ready to adopt objectives achievement or other multi-criteria appraisal meth-
ods. It is also the case that appraisals in many other European countries are more
explicitly multi-criteria in orientation, with economic efficiency being seen as just one
of a number of objectives.

Multi-criterion approaches require three stages: firstly definition of a set of objec-
tives, which may for instance relate to accessibility, the environment, safety, economy
and equity; next, measurement of the extent to which each project contributes towards
the desired objective; finally, weighting of the measures in order to aggregate them and
produce a ranking of projects. An extensive literature exists on these methods: for a
computerised transport application see reference 22.

As it stands, this method would be quite consistent with the principles of cost-benefit
analysis if the following conditions held:

1. all the objectives related to factors that affect the welfare of the population concerned
2. the measures of achievement and weighting of them are based on the preferences of
the people affected by the projects, subject possibly to some form of equity weighting.

In practice, the first condition probably generally holds but the second does not.
Measurement of the degree of contribution to objectives is often based not on detailed
measurement but on the judgement of the professional staff planning the projects. This
might be defended either on grounds of convenience (it is easier to ask professional staff
than the publicsat large) or on the grounds that professional staff know better what mat-
ters than does the public at large.

Whether these weightings are expressed in money terms or not, they are essentially
performing the same function as money values in expressing relative valuations.
Moreover, to the extent that at least one of the performance measures — cost or economy
— is expressed in money terms, they can readily be transformed into money values.
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There is therefore less difference between this approach and traditional cost-benefit
analysis than might at first sight be supposed.

It appears then that, as currently practised, multi-criteria decision-making techniques
are essentially concerned with aiding and ensuring consistency in this latter stage of
weighting by the decision-taker. This is a separate role from that played by the cost-
benefit analysis, and should be seen as complementary rather than competing. To the
extent that the information provided by a cost-benefit analysis is seen as relevant to the
decision-taker, it still needs to be provided. But what is clear is that it must be provided
in a sufficiently disaggregate form for the decision-taker to apply, explicitly or implicit-
ly, his or her own weights. This again argues for the Planning Balance Sheet or
Community Impact Evaluation form of presentation as outlined briefly above.

4.9 Appraisal of pricing policies

The outcome of a project appraisal will be influenced by the pricing policy followed, even
where pricing policy is not explicitly one of the factors being considered in the appraisal.
It has been argued above that the economically efficient pricing policy for a transport sys-
tem, as for any other good or service, is to price at marginal cost. However, this should be
the marginal cost imposed on all members of society by consumption of the good in ques-
tion. This must include safety, environmental and congestion costs. It may be that
envirgnmental and safety costs are imposed on third parties by the decision to make a trip,
but what about congestion? Surely congestion is already suffered by the trip maker, so why
should they also pay for it through the price they pay to use the facility?

The argument is a very old one.?® The entry of an additional vehicle on to the road
system will, if traffic is already sufficiently dense to prevent free flow conditions, lead
to a further reduction in speed for all traffic. Thus, as well as the delays suffered by the
additional vehicle, all other vehicles on the road system will suffer delays. At the mar-
gin, the external congestion cost caused by one more vehicle is the additional delay to
all other vehicles it causes. This must be distinguished from the average delay compared
with free flow conditions, which may be a much greater number.

In an ideal world, vehicles would be charged in accordance with the externalities they
created. This would require a pricing structure in which a price per kilometre was
charged which varied with:

1. the characteristics of the vehicle, which determine the noise, emissions, delay to
other vehicles and accident risk involved. Strictly these obviously depend not just on
the characteristics of the vehicle when new, but also on its condition and the way it
is driven

2. the characteristics of the road it is being driven on, including physical features
(width, gradient, curvature) of the road itself and the surrounding land use (housing,
countryside etc.)

3. the time at which it is being driven (which is important, for instance, in terms of the
degree to which noise and local air pollution are a nuisance) and the traffic conditions
on the road at that time.

Electronic road pricing, which if universally applied would offer the capability to
implement such a pricing structure, in which the price per kilometre is adjusted in accor-
dance with continuous monitoring of the location and condition of the vehicle and the road
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conditions in which it is being driven, is discussed in Section 3.12. Suffice it to say here
that, although a small number of cities are examining its implementation, its extensive
application is still clearly some way off. Even if it is now technically feasible to do so, one
would still need to consider whether it was worth the cost of implementation, and whether
people would actually adjust more effectively to a simpler, more understandable tariff,

What most countries have at the moment is a very different structure consisting of a
fuel tax, which may vary with the type of fuel (diesel, leaded/unleaded petrol) and an
annual license fee which varies with the type of vehicle. This offers some possibility for
influencing both the type of vehicle people buy and the extent to which it is used, but
can only charge for external costs on the average in each case. The case remains then
for using a variety of other means to influence the way in which vehicles are used in spe-
cific circumstances. These means might include pricing measures (e.g. electronic road
pricing in particular areas) and physical measures (bans on particular types of vehicles,
parking controls, traffic management). There is no prospect in the foreseeable future of
being able to handle transport externalities solely through pricing measures even if that
were clearly seen as the most efficient approach. Nevertheless, having information on
the value attached to the externality in question is an essential element in the appraisal
of any measure to overcome the problem of transport externalities.

4.10 Public transport appraisal

So far discussion has focused on road projects as the typical transport application of
cost-benefit analysis. However, the technique can be readily applied to rail infrastruc-
ture projects, air and seaports etc. It can also be used to appraise pricing policies and
levels of service on public transport.

When applied to public transport, broadly the same list of issues arises as considered
above in the case of roads. However, it should be noted that, given the absence of appro-
priate pricing to cover the external costs of congestion, accidents and environmental
effects on roads, benefits often arise from public transport projects in terms of relieving
these problems by diverting traffic from car or lorry.

However, there is one major difference. In the case of public transport, usually a fare
is charged for the journey, and often the fares and service decisions are left up to the
operator, acting on a commercial basis. This is only possible in the case of road schemes
if a toll is charged, or some other form of road pricing is implemented, and this is the
exception rather than the rule.

At one level, all the presence of commercial public transport operators does is to add
a further complication to the analysis. If, for instance, one was examining provision of
a facility such as a bus priority system, and the agency undertaking the project had no
control over the service decisions of the bus operator, it would simply be necessary to
predict the reactions of the operator, just as one needs to predict the behaviour of road
users in any road scheme.

However, the question arises as to whether it is desirable to change that behaviour,
either by provision of grants or subsidies or by direct ownership and control. Consider,
for instance, the case of a rail project, where the rail operator is usually an integrated
provider of track and services. If the operator is simply set commercial objectives, it will
obviously appraise investment in rail infrastructure solely on financial terms. Many of
the items included in a full cost-benefit appraisal — user benefits (except inasmuch as
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Table 4.7 Comparison of net present values of two rail investment programmes?

West Yorkshire Leicester-Burton
{6 new stations on (new service serving
existing services), (£) 14 new stations®), (£)

Gain in public transport

revenue from new users 997 8897
Loss in public transport

revenue due to increased

journey time -166 -

Recurrent costs -147 -9154
Capital costs 656 -5806
Financial NPV 28 -6063
Time savings to new rail users 515 4582
Time savings to existing rail users -472 -

Time savings to road users 113 3304
Accident savings 277 2612
Tax adjustment -282 -2326
Social NPV 179 2109

* Revised in subsequent work for Leicestershire County Council

they may be recouped as fare revenue), benefits of relief of road congestion, accidents
and environmental degradation, and other environmental effects — will be left out of a
purely financial appraisal.

Thus the use of cost-benefit analysis for public transport projects inevitably involves
some sort of replacement of purely financial objectives with social ones, and usually
some sort of grant or subsidy. For governments which believe in leaving decisions to the
market wherever possible — perhaps because of a belief that grants or subsidies auto-
matically lead to inefficiency — this is an unwelcome message.

Table 4.7 illustrates the difference between a purely financial appraisal and a social
cost-benefit analysis as actually determined for two separate local rail projects in Great
Britain. (Note that each comparison is based on a 30-year project life, 7 per cent inter-
est rate, and 1986 prices.) In the first case, which involved the establishment of new
stations in West Yorkshire, both criteria show positive net present values, although the
financial net present value is very small. In the Leicester—Burton example, a large neg-
ative financial net present value becomes positive when other benefits are taken into
account.

4.11 Final comment

In this chapter, various methods of appraisal of transport projects have been examined. It
was demonstrated that the concept of economic efficiency requires that benefits be mea-
sured in terms of what recipients are willing to pay for them, and costs in terms of the
compensation those bearing them require. If all benefits and costs were valued in money
terms, then one could simply calculate the net present value of the project using the
technique of discounting for time. The value for money offered by any particular pro-
ject would then be judged by the ratio of this net present value of benefits to the present
value of finance the project required.
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In practice, many items are not valued in money terms, whether because of practical

difficulties in ascertaining appropriate valuations or because of the inclusion of objec-
tives other than economic efficiency. In this situation, some sort of ‘framework’ layout
of costs and benefits by incidence group is the most popular approach to appraisal,
whether or not it is accompanied by a formal multi-criteria weighting system.
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CHAPTER 5

Principles of transport analysis
and forecasting

P.W. Bonsall

5.1 The role of models in the planning process

Models are simplified representations of reality which can be used to explore the con-
sequences of particular policies or strategies. They are deliberately simplified in order
to keep them manageable and to avoid extraneous detail while hopefully encapsulating
the important (determining) features of the system of interest.

The reason for using models is that estimates can be made of likely outcomes more
quickly and at lower cost and risk than would be possible through implementation and
monitoring.

Models can be used in a variety of ways.

1. To predict future conditions in the absence of policy intervention — thus providing an
assessment of the extent to which conditions will deteriorate, or ameliorate, and giv-
ing an indication of the conditions which are likely to prevail at some future date.

2. To predict future conditions on the assumption that each of a series of specified poli-
cies or designs is implemented — thus helping to establish the extent of any benefits
which can be attributed to each one and thus in turn providing the basis for an
appraisal of their relative costs and benefits.

3. To test the performance of a given policy intervention in each of a series of imagined
futures — thus indicating its ‘robustness’ in the face of future uncertainty.

4. To produce very short-term forecasts as part of an on-line management or control sys-
tern such as might be found in a sophisticated area traffic control system.

The model may be specified to represent a small area, such as an individual junction,
in considerable detail or a large area, such as a city or region, in rather less detail. The
former scale might be appropriate when considering alternative designs (e.g. different
sized roundabouts). The latter would be more appropriate to a strategic question such as
whether or not to build a new LRT system or implement urban road pricing.

The purpose to which a model is to be put will determine not only its geographical cov-
erage and detail, but also its output indicators. Thus if the model is to be used as part of
the safety audit of two junction designs it will need to produce estimates of various types
of vehicle conflicts and accidents, whereas if the model is being used as part of a strategic
assessment of alternative car park pricing policies it would need to produce estimates of
revenue flows, impacts on the demand for space in each of several car parks and so on.
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Most modelling work is concerned with the appraisal, in the broadest sense of the
word, of alternative options or designs. This appraisal will require estimates of the costs
and benefits of each option and will use models to estimate their performance in terms
of factors such as travel times, vehicle operating costs, accidents, environmental
impacts, and revenues.

5.2 Desirable features of a model

A model will ideally produce an accurate forecast, at minimum cost in terms of data and
computing resources. The art of modelling consists fundamentally of trading off accu-
racy requirements on the one hand against resource constraints on the other.

To effect this trade-off properly the analyst would need to understand what level of
accuracy is really required in the current context (recognising that, for some purposes,
a ball-park estimate may be all that is really required), what data already exist, at what
cost additional data could be provided, what computing resources are available and at
what cost. Only then can the analyst make an informed judgement as to the most appro-
priate form of model. This is the ideal; in practice, however, the decision will be heavily
influenced by the analyst’s familiarity with different forms of model and access to dif-
ferent modelling software packages.

There are several properties to a good model.

Accuracy and precision

The degree to which this is important is determined by the context in which the model
is to be used, bearing in mind that extra accuracy is usually obtained at a cost and that
apparent precision is often spurious. A model’s ability to produce accurate results, is, of
course, dependent on its specification, calibration and validation (see below).

Economy in data and computing resources

Although ongoing development in automatic data capture and computing make it pos-
sible to contemplate relaxing these constraints somewhat, they continue to be important.
Ability to produce relevant indicators at appropriate level of disaggregation

The actual indicators required will of course depend on the context.

Ability to represent relevant processes and interactions

For example, it may or may not be necessary for the model to allow for choice of mode,
choice of time of travel or choice of destination. It is important that the model should
include a representation of any processes which may be influenced by the policy mea-
sures being tested. Only in this way can it be said to be policy sensitive.

Appropriate geographical spread

Unless the model includes the whole area in which the effects of a policy might be felt,
it cannot possibly indicate the totality of impacts and may produce a distorted estimate
of likely benefits. For example, the effects of a new bypass may be felt at some considerable



Specification, calibration and validation 105

distance from the road itself due to the diversion of traffic from previously congested
roads and the possibility of new traffic being generated by the new availability of fast
journeys.

It is also desirable, but not essential, that a model should be ransparent and user friendly.
Transparency implies that the workings of the model should be apparent to the user — as
for example in the case of a simulation model which predicts junction performance by
tracing the behaviour of individual vehicles passing through a junction. Transparency
can provide a useful check on the plausibility of the results, but unfortunately most mod-
els are not transparent and so the user has to take it on trust that they are correctly
specified. A user-friendly model would be one that enabled a novice user to interact with
it, quickly run the desired set of tests and interpret the output. Some models are user
friendly but all too many have rigid requirements as to data formats and use specialist
definitions which can be off-putting to the novice user.

Good modelling practice dictates that it is better for a model to be slightly over-speci-
fied rather than slightly under-specified because, although the former risks redundancy,
the latter risks bias or error. Resource constraints, however, will discourage anyone from
deliberately over-specifying their model.

5.3 Specification, calibration and validation

Most models are based on the premise that, by observing past or current behaviour of sys-
tems or individuals, one can infer rules which determine that behaviour and can then use
those ‘rules’ to predict as yet unobserved behaviour. The process of deciding what ‘rules’
to include in the model is known as specification. For example, it might be specified that
the number of trips produced in an area is some function of the population in that area.
The process of quantifying the rule such that it is able to reproduce observed behaviour is
known as calibration. For example, data from a town in Yorkshire might be used to cali-
brate the rule about trips and population and might yield the result that the number of trips
per 24-hour period is given by multiplying the population by 2.6. This calibrated rule
might now be used to estimate the number of trips per 24-hour period in that same town
in future years (when the population may have changed) or to predict the number of trips
per 24-hour period elsewhere in Yorkshire or further afield. Before doing so, however, it
would be wise to check that the calibrated rule holds true for other towns or other years.
This is known as the validation of a model and should be conducted on an independent
database.

Only when a model has been validated in a wide range of situations can it be said to
be truly transferable and causal rather than simply correlative. (The ability of a model
to produce the right answer in a limited range of situations may simply be due to coin-
cidence or correlation between the input and output variables, but if a model performs
well in a wide range of circumstances, the chances are that it is representing underlying
cause and effect and is thus generally applicable.)

Unfortunately many models in fairly widespread use have not been subject to rigor-
ous validation tests.
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5.4 Fundamental concepts

The following concepts lie at the heart of most, but not all, models in widespread use.

5.4.1 Utility maximisation and generalised cost

Many models make use of the idea that behaviour is a result of individuals attempting
to maximise their net gain, or minimise their net loss, from each decision. Thus, for
example, they will choose to make a trip if it gives them ‘benefits’ (e.g. access to
employment, shops or leisure facilities) which outweigh the ‘costs’ (the time and money
involved in making the trip) and they will choose the mode of transport and route which
yields the lowest net costs (e.g. the one with the lowest travel time, greatest comfort and
lowest money cost). This process of choosing the best option is known as utility max-
imisation (i.e. the individual is choosing the option with the greatest net ‘utility’ to
himself or herself). But of course the process involves trade-offs between money costs,
time, comfort and all the other relevant attributes. This trade-off is usually represented
through the concept of generalised cost which allows combination of the various ele-
ments of cost by putting appropriate weights on the different attributes.

Equation 5.1 is a typical definition of the generalised cost of travel and incorporates
a ‘value of time’ to translate time costs into generalised ‘money’ units.

Ck=IVT !X, + OVT !X, + OPC} (5.1)
i if if i

Here C * is the cost of travelling from origin / to destination j by mode &, / VTij" is the in-
vehicle time required to travel from i to j by mode %, OVTU" is the total out-of-vehicle
time (e.g. walking and waiting) involved in travelling from i to j by mode k, OPC} is
the out-of-pocket costs (e.g. fares, petrol, parking charges) associated with travelfing
from i to j by mode k, X, is the value of in-vehicle time, and X, is the value of out-of-
vehicle time.

- The ‘value of time’ is clearly an important coefficient in the generalised cost equa-
tion. It is one of the coefficients whose value is estimated as part of the calibration
process and can be inferred by careful study of the decisions which people make when
faced with options with different times and costs. Currently, a typical value of time
might be 6 p/minute for in-vehicle time or 12 p/minute for out-of-vehicle time.

5.4.2 Equilibrium

Most modelling work is based on the idea that real-world systems are made up of a
series of equilibrating forces which, if allowed to operate, will bring the system into
equilibrium. For example, there might be an equilibrium split of traffic between two par-
allel routes: if one route had an increase in flow, the extra traffic would create additional
delay on that route which would persuade some drivers to switch to the other route, pro-
ducing a new equilibrium. Similarly there might be an equilibrium queue length at bus
stops: if, over time, the queues got longer the passengers would get fed up and go else-
where or the bus company would increase their service frequency, but if, over time, the
queues got shorter this would attract additional passengers or cause the bus company to
cut its service frequency — all of which would tend to leave the queue length much as it
was.
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Clearly there will be cases where no such equilibrium exists either because the sys-
tem is never stable for long enough for these forces to act or because other,
disequilibrating, forces may be at work. A well-known example of a disequilibrating
force is the so called ‘vicious spiral’ of public transport decline whereby an increase in
fares leads to a loss in patronage, which in turn causes loss in revenue, which leads to
increases in fares or reduction in service, which leads to further loss in patronage ... and
SO on.

The equilibrium concept is sometimes adopted in models for purely practical reasons
— it being argued that the equilibrium condition is at least as likely as any other result
and that it therefore represents a possible and unique outcome in a given set of circum-
stances which can be compared with the similarly plausible and unique outcome of a
different set of circumstances. The existence of such reference points allows compar-
isons to be made which would be more difficult if there were no unique result of any
given set of circumstances. This issue is further addressed later in the chapter.

5.4.3 Aggregation of individuals’ decisions to produce population
estimates

The performance of a transport system is the result of decisions by many individual trav-
ellers but most analyses are in practice concerned with abstract totals rather than with
individuals. Thus the analyst might wish to know the total flow or the average speed on
a link, the total emission of a particular pollutant or the average noise level rather than
the conditions experienced or pollutants emitted by each and every individual. This is
not to say that the detailed results might not be useful — merely that they are not nor-
mally required. The only disaggregation usually sought would be in terms of space
(conditions on individual links or in specific zones within the study area), time (e.g.
morning peak, interpeak, evening peak, evening) and possibly person type (e.g. the con-
ditions experienced by people with different incomes, different levels of car ownership,
different journey purposes and so on). Most models achieve this by representing groups
of travellers (from a particular origin to a particular destination for a particular purpose)
as more or less homogeneous units but, as will be seen, there is an increasing use of
models which simulate each individual traveller separately and then aggregate the
results as necessary.

5.4.4 Ignoring irrelevant dimensions of response — limiting the model
domain

There are numerous ways in which travellers can respond to changes in the transport
system. For example, imagine that an increase in the attractiveness of a peak period bus
service might affect the following:

choice of departure time (e.g. to travel in the peak rather than the off-peak period)
choice of service (e.g. to use the improved bus rather than an unchanged one)
choice of mode (e.g. to use bus instead of rail)

choice of destination (e.g. to travel to the city centre rather than in the suburbs)
choice of trip frequency (e.g. to travel daily rather than once a week, or not at all).

Over a longer time period it might even influence:
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e car purchase decisions (perhaps the second car is not necessary after all)
e residential location (perhaps it is worth relocating to be on the improved bus route)

and so on.

Clearly it is not possible to represent all these decisions in every model. Nor is it nec-
essary, because the effect of some of these responses might be so small as to be
negligible and certainly of less significance than the general noise and uncertainty inher-
ent in any model.

It must be recognised, however, that any limitation on the range of responses repre-
sented in the model will necessarily limit its areas of applicability or ‘domains’. For
example, the domain of a model which excludes choice of departure time would not
include the investigation of a peak period pricing policy. Similarly, the use of models
which only represent drivers’ choice of routes to appraise new road schemes has recently
been criticised on the grounds that such models ignore the potential of such schemes to
induce (or generate) additional traffic. One alternative to the explicit representation of
all choices is to subsume all the ‘minor’ effects into a catch-all ‘other’ response. This
approach can extend the domain of a model somewhat, but does not, of course, allow
any investigation of potentially important differences between the consequences of the
separate responses involved.

5.5 Selecting a model
5.5.1 The range of models available

Models range in sophistication from simple equations encapsulating empirical relation-
ships which can be worked out on the back of an envelope, on a calculator or in a
spreadsheet, through to suites of computer programs each involving hundreds of lines
of code to perform sophisticated mathematical functions or detailed simulations.
Generally speaking, the more complicated the process being represented and the more
detailed the predictions sought, the more complex will be the model, the more data it
will require and the more demanding it will be of computing resources.

Most modelling work is conducted with programs drawn from one or other of the
commercially available model suites. These programs will normally have been designed
only to require data which is likely to be readily available and to produce results of a
type and complexity which is suited to most practical planning purposes. Another
advantage of the standard software is that the very fact of its being standard makes it
unnecessary for the user to justify a departure from normal practice; a tailor-made model
may give a better prediction but its use will invite a scrutiny and scepticism which a
standard model, for better or worse, will usually escape.

5.5.2 Specifying the requirements

When selecting a model for a particular purpose the analyst should begin by clarifying
the requirements of the exercise and the resources available. The requirements should
be expressed in terms of:

e what input variables are required, and at what level of detail?
e what output variables are required, at what level of detail and in what form?
e what responses should be allowed for?
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Specification of the input and output variables will usually be self-evident; for example,
if the task is to test the effect of different pricing regimes on bus use then bus fares will
need to be among the input variables and number of passengers will need to be among
the outputs. The level of detail required may not be so obvious; is it, for example, nec-
essary to consider the range of fares experienced by different groups of travellers with
different concessions available, travelling different distances, at different times of day
and with different frequencies? Is it necessary to distinguish changes in bus use on dif-
ferent routes or at different times of year? The answers to these questions will help
determine the level of detail at which the model must operate.

The question of which responses are to be allowed for in the model relates to the issue
of model domains. Analysts should be aware that, if their model excludes any poten-
tially important responses, the results may be of limited value and, perhaps almost as
important, the only way to demonstrate that such and such response is not significant is
to allow for it anyway. Following this argument, an analyst may be wise to err on the
side of including too many dimensions of response.

Some years ago the only form of output available was hard-copy printout but,
although there is still a role for this medium, it is increasingly common to require model
output in the form of on-screen results and graphics which can facilitate interactive use
of the model using the results of one test to help specify the next. There is also a grow-
ing demand for models which can interface with spreadsheets and desk-top publishing
so that model output can rapidly be incorporated into reports and documents. In some
circumstances it can also be useful to have model predictions output as an animated
sequence — for example the predicted performance of a proposed road junction can be
made to ‘come alive’ for decision-makers (and analysts!) by having a simulation model’s
output displayed as an animated sequence.

5.5.3 The constraints of time and money

Against the above requirements must be set the constraints of time and money. These
will determine whether new software can be bought or developed, whether any new data
can be collected, what computing facilities could be made available, the amount of time
for data preparation and model runs. Most modelling work is now done using software
designed to run on standard desk-top computers which are now so cheap and ubiquitous
that the cost of the software and data is likely to be more significant than that of the
hardware. Indeed, current trends in computing power and costs are soon likely to make
it feasible to contemplate using models employing advanced computing techniques
(such as neural networks, expert systems, parallel computing and memory-intensive
simulation) which have hitherto been restricted by the relatively high cost of the
required hardware.

5.5.4 Marginal change modelling versus ab initio modelling

It is always wise, when making a forecast, to make maximum use of relevant data. Thus
if one is engaged in short-term forecasts, or even long-term forecasts in a slowly chang-
ing scenario, it will be wise to consider whether the forecast can be seen as a marginal
change from the existing picture. If it can, and if that picture is known, then one should
use one of the marginal change models described below. On the other hand, if the present-
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day data are inadequate or the factors which are expected to influence the forecast year
are fundamentally different from those currently at work, one might do better to use an
ab initio model — one which makes a forecast from scratch without reference to the cur-
rent situation. An exception to this latter rule would be when the future pattern is so very
clearly the result of an evolutionary process of development that it becomes necessary
to consider the dynamic evolution of the new pattern from the old.

5.6 Classes of model available to the transport analysat

This section will review some of the types of model available — starting with the sim-
plest equations and going up to complex simulations. The review is not intended to be
comprehensive but will cover all the commonly used models.

5.6.1 Simple formulae

An equation of the general form:

y=fix) (5.2)

can be used to represent an empirically observed relationship between one variable (x)
which can be taken as given, and another (y) which is to be predicted. Commonly used
examples of this type of model include: (a) work trips per household per day =
f (employed residents); (b) shopping centre car parking requirement = f (retail floor-
space); and (c) speed on a link = f(volume of traffic on that link).

In each case the value of f can simply be deduced by processing data on the x and y
variables from a range of sites such that the average value of y is divided by the average
value of x. It will normally be noticed, when doing this, that the value of f varies from
site to site depending on local circumstances. This variation can either be treated as
‘noise’ in the relationship or an attempt can be made to discover what characteristic of
a site causes the variation (e.g. for the car parking requirement, the value of /' might be
lower at city centre sites than at suburban sites). The result might then be a set of f~values
each appropriate to a given set of circumstances. The resulting formulae will be applic-
able in the defined circumstances but cannot be expected to give accurate predictions if
other factors change.

Particular care must of course be exercised in the application of any of these func-
tions when the x value lies outside the range on which f was calibrated. For example,
even though one might expect the number of accidents involving cyclists to be a func-
tion of the number of bicycle-kilometres travelled, it might be that, if ever the use of
bicycles were to increase substantially, car drivers would become more familiar with
them, more skilled at anticipating them and hence less likely to collide with them, thus
decreasing the risk per bicycle-kilometre. An f-value calibrated against low or medium
levels of bicycle use might therefore be inappropriate at higher levels.

Simple formulae are widely used in transport planning as rules of thumb or ball-park
estimates for use during sketch planning and as the basis for setting capacity standards.
The ease with which they can be estimated and applied makes them popular in a wide
range of applications and anyone with even the most basic understanding of the way that
transport systems work will have little difficulty in imagining potentially useful formu-
lae. For example: how about road accidents as a function of vehicle-kilometres,
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pollutants emitted as a function of petrol sold, or bus trips as a function of the number
of non-car owners? The list is endless but it must be recognised that the formulae are only
representing correlations in the data and do not indicate causality. They can be used to pre-
dict future values of certain variables only on the assumption that other influences remain
unchanged.

Simple formulae are of little use in predicting the effects of policy intervention unless
separate values of f have been derived fium siies with and without the policy in ques-
tion. For example, one might derive separate values for the relationship between road
accident casualties and vehicle-kilometres from years in which there was a national
safety campaign and from years in which there was not.

An important group of formulae models are the trip rate models which are used to
predict the number of trips ‘generated’ by a given type of household or land use. A trip
rate model may be concerned with trip origins (in which case it is called a ‘trip produc-
tion model”) or with trip destinations (in which case it is called a ‘trip attraction model’)
and may seek to predict the total number of trips during a given time period or a subset
such as trips by a particular mode (e.g. by car or bus) or trips associated with a particu-
lar purpose (e.g. work trips or leisure trips). Thus one might have a trip production
model to predict the number of work trips by car produced by a typical household per
day and one might have a trip attraction model to predict the number of shopping trips
by public transport attracted per day by a given amount of city centre retail floorspace.

Clearly the number of trips generated by a household will depend on the characteristics
of the household; for example, a household with more members, or higher car ownership,
is likely to generate more car trips. This fact is explicitly recognised in a well-known trip
generation model known as the category analysis model or the cross classification model.
The model was developed in the 1960s' and is simply based on the idea of determining
the trip rate of various categories of household in a base year and then applying these trip
rates to the expected future distribution of households among the same categories and
summing the resulting trips to produce a forecast total number of trips.

The original category analysis model allowed for 108 categories of household;
defined as the product of three levels of car ownership (0, 1, 2+), six levels of income
and six household structures (defined in terms of the number of employed and non-
employed members). Subsequent versions of the model have used other methods of
categorisation, sometimes using techniques such as cluster analysis to define them, but
the basic concept is the same. The fundamental assumptions behind the category analy-
sis model are firstly that the trip rate associated with each group will remain the same,
which is obviously dependent on there being no significant change in the factors influ-
encing trip rates; and secondly that the future distribution of households among the
various categories can be predicted. This prediction is in practice often based on what is
known about the planned housing stock in the area, assumptions or forecasts of changes
in household structure, and forecast growth in car ownership and income. Each of these,
although most obviously the car ownership and income forecasts, are likely to take into
account any known trends (see below).

5.6.2 Time series models

Many aspects of transport demand vary over time. For example, car ownership and total
vehicle-kilometres have been rising almost continuously, except for blips coinciding
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with fuel crises or economic recessions, for several decades. By plotting the relevant
data over time (see, for example, Fig. 1.4 or 18.2) it becomes possible to deduce an
underlying trend. A prediction of future levels can then be made by extrapolating this
trend into the future. Trend-based forecasting is very popular because of its simplicity
and because it is so obviously based on past evidence.

A time series model is clearly an example of a marginal charge model (as defined
above) and is therefore limited to those situations where the current picture is known
and where the factors affecting the future are not expected to be significantly different
from those that have affected the past and present. More strictly, any prediction from a
time series model is based on the assumption that the trends, and any factors influenc-
ing them, will continue unabated.

A trend may be determined by fitting a line, ‘by eye’, to data on a graph or, more for-
mally, by regressing the observed data against time. This is simply done using the
regression function in one’s calculator or spreadsheet. If the trend is apparently linear
(as in Fig. 5.1(a)) it is common practice to calculate the gradient of the line and then
express the trend as an annual growth rate of a given absolute amount. For example an
increase of x units per annum could be expressed by a formula such as:

Flow in year (¢ + n) = Flow in year ¢ + (nx) (5.3)

(a) Linear (b) Non-linear

Fig. 5.1 Time trends

If the trend has a marked non-linearity (as in Fig. 5.1(b)) then a more complex mathe-
matical function may be found to represent it. For example, if growth appears to be
exponential one might have a formula such as:

Flow in year (¢ + n) = Flow in year ¢ x exp" (5.9

Alternatively, particularly if the trend does not fit one of the standard functions, the fore-
cast can be read off directly from the graph each time one is needed or, more
conveniently, values for each year can be read off and stored in a table.

Examination of time series data may suggest that there is some seasonal or cyclical
fluctuation with or without a clear trend (Fig. 5.2). If this fluctuation is significant it
would clearly be useful to be able to incorporate it into the forecast. If there is an obvi-
ous periodicity in the data (e.g. an annual cycle) then this is achieved quite
straightforwardly by: (1) calculating an average monthly flow for each year; (2) mea-
suring, for each year, each month’s deviation from that year’s average monthly flow; and
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then (3) calculating the average deviation for all the Januaries, the average deviation for
all the Februaries, and so on. The annual trend, if any, would be determined by examin-
ing each year’s average monthly flow. Assuming that a linear trend of x per cent growth
per year is found, the January flow for a given year would then be given by the follow-
ing formula:
January flow in year (¢ + n) = (average flow in year f)
+ ((nx/100) x average flow in year ¢)
+ (average January deviation) (5.5)

Quantity

Fig. 5.2 Cyclical fluctuation

Clearly the situation may not be as simple as the above. For example; the monthly devi-
ations may themselves follow a trend (e.g. the usual January decrease in traffic levels
may be becoming less marked as cars get more reliable and comfortable for winter
driving). It is more likely, however, that the data will contain variations which cannot be
explained by any trend or cyclical process. One option in such circumstances would be
to treat these variations as ‘noise’ in the forecast; another would be to seek to explain
them and, if this fails, to use a quite different form of model.

There are, of course, limits beyond which it would be foolish to extrapolate a trend
line however strong it appears in the historic data. It is obviously necessary to avoid
theoretical absurdities such as extrapolating a decreasing trip rate until it goes negative
or extrapolating an increasing proportion of income devoted to transport until it exceeds
100 per cent; but other limits may be less obvious. For example, it would be reasonable
to assume that growth in car ownership, which has historically exhibited an accelerating
trend in the early stages before settling into a linear growth rate, must one day show
some signs of slowing down due to saturation of the market for new cars. A long-term
extrapolation of car ownership trends should therefore include an indication of the point
at which saturation is expected to take over from the period of more or less linear growth
(see Fig. 5.3).

More generally, one should be aware that the extrapolation of a trend presupposes no
change in the underlying factors which have previously supported that trend. This may
not be justified if there is an important shift in policy which might affect the trend or if
the extrapolation takes the forecast into an area where new constraints and forces may
begin to apply; for example, an extrapolation of traffic growth would be invalid if the
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Car ownership per household

Time
Fig. 5.3 Expected trend in car ownership

implied growth were to exceed the capacity of the road network to cater for it. Provided
that such issues are taken into account, trend-based forecasts can have an important role
in predicting the ‘do-nothing’ or ‘do-minimum’ future.

5.6.3 Averaging and smoothing — forecasting without a trend

One way of making short-term forecasts when there is no apparent trend in the data is
to use simple arithmetic to calculate an average, a moving average or an exponentially
smoothed prediction. The average forecast simply uses the mean value of all previous
observations; this is simple but will give a distorted picture if data from the beginning
of the series were influenced by different factors from those operating now. A moving
average forecast attempts to overcome this by taking an average of only the most recent
time periods (e.g. if one were using a 15-year moving average the 1997 forecast would
be based on the average of the years 1982—1996); the problem with this method is that
if the time period is too long it may suffer the same problems as the unconstrained aver-
age method and if it is too short it takes no benefit from less recent data and may be too
subject to recent random events. An exponentially smoothed forecast seeks to avoid
these pitfalls by making use of all available data while giving increased weight to the
most recent. The formula is:

Et = 01-1 + a(El_l - 0,_]) (56)

where E, is the expected value in year ¢, O_, is the observed value in year (t-1),and o
is the smoothing coefficient (typically taking a value between 0.3 and 0.5).
Table 5.1 shows results for all the above three methods.

5.6.4 Regression analysis

As has already been mentioned, simple regression analysis can be used to derive the gra-
dient of a trend line. It does, however, have many other roles in transport modelling.
Regression is the process of identifying the mathematical function (perhaps a straight
line or perhaps a more complex curve) which best fits the observed data. The general
form of the regression equation is:

y=a+bx +bx,+bx, ... +tbx, 5.7
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Table 5.1 Forecasting by moving averages and exponential smoothing

Forecast
Uncon- 5-year 10-year Exponen- Exponen-
strained moving moving tially tially
Observed average average average smoothed smoothed
Year data with a=0.3 with a=0.5
1982 123 - - - - -
1983 125 123.00 - - (123) (123)
1984 124 124.00 - - 124.40 124.00
1985 125 124.00 - - 124.12 124.00
1986 125 124.25 - - 124.74 124.50
1987 124 124.40 124.4 - 124.92 124.75
1988 122 124.33 124.6 - 124.28 124.38
1989 121 124.00 124.0 - 122.68 123.19
1990 125 123.63 123.2 - 121.50 122.09
1991 128 123.78 123.2 - 123.95 123.55
1992 124 124.20 123.8 124.2 126.79 125.77
1993 121 124.18 123.8 124.3 124.84 124.89
1994 125 123.90 123.6 123.9 122.15 122.94
1995 123 124.00 124.4 124.0 124.15 123.97
1996 129 123.90 124.0 123.8 123.34 123.49
1997 126 124.27 124.2 124.2 127.30 126.24

where y is the dependent variable whose value is to be predicted, x, — x, are the inde-
pendent variables whose values help to determine the value of y, and a and b, - b, are
calibrated coefficients which define the mathematical functions which best explain y in
terms of the x variables.

Various packages exist to calibrate a regression model but the user will need to spec-
ify the dependent variable, the potential independent variables and the potential
functional form of the b coefficients (e.g. linear, square, square root, exponent). The user
will also need to be sure that the x variables are truly independent because, if there is
any correlation among them, the resulting regression model will be flawed. The quality
of the regression model is usually measured by the value of the correlation coefficient
(%) whose value should be as close to 1.0 as possible; a value of less than 0.6 is usually
regarded as disappointing. It is, however, a mistake to assume that a regression model
with a high 2 is necessarily a good model — an apparently good fit can be created arti-
ficially by specifying a large number of independent variables. A really good model will
have a high r? and a high ratio of observations to variables (degrees of freedom). Further
information on the correct use and interpretation of regression analysis may be found in
statistical texts (see, for example, references 2 and 3).

The x variables in a regression model may be continuous variables (such as income,
population or time elapsed) or can be conditional ‘dummy’ variables which take a
default value of zero, but assume a value of 1 when a particular condition is true for a
particular observation. For example, a ‘maleness’ dummy would have value 1 if the sub-
ject/driver/tripmaker was male and a ‘bad weather’ dummy would have a value of 1 if
the observation was made during bad weather. The flexibility of the regression model’s
structure means that it can be used for a wide range of purposes in transport modelling.
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The most common applications are in the prediction of car ownership, trip ends (num-
bers of origins or destinations at a given location) and trip volumes (in an area, between
a given pair of zones or along a particular link, or using a particular facility), but there
is no reason in principle why regression models should not also be used to predict such
things as waiting times at a junction, numbers of accidents or levels of pollution.

Table 5.2 lists some regression models which have been, or might be, developed.
Note the use of different types of dummy variables in equations (i), (ii) and (v) in this
table. Note also that checks would need to be made to ensure that there was no correla-
tion between x, and x, in model (ii), between x, and x, in model (iv) or between x, and
x, in model (v). Finally, note the distinction between equations (iv) and (v); (iv) is seek-
ing to predict trip origins in an area (a ‘zonal’ regression model) while (v) is predicting
trip origins by particular types of household (a ‘household’ regression model). Model
(v)’s prediction could be aggregated to produce an area total by summing the predicted
number of trips for each type of household for all such households in the area. This may
sound more laborious than the zonal regression but is likely to give a more accurate
result because the household model, which was based on data for individual households,
will have been able to identify relationships in the data which are lost at the zonal level.
The general rule is that, for the most accurate forecasts, regression models should be
built with the most detailed data available.

A major difference between the regression models and the trend models or simple for-
mulae described earlier is that it is possible, within one regression equation, to represent
the efféct of policy variables as well as other factors. It therefore becomes possible to use
the equation to predict the effect of policy instruments as well as background factors out-
side the control of the policy decision-maker (compare x, and x, in equation (i)).

An equation, such as (ii) in Table 5.2, which is used to predict the volume of trips
between a given pair of zones, is known as a direct demand model because it produces
a forecast of demand without explicit consideration of the various subsidiary choices
(e.g. about destination or mode) which the traveller might have gone through. Direct
demand models are useful for forecasting travel demand along a specified route or ser-
vice and are often used for preliminary assessment of a proposed new route or service.
They are not, however, recommended for forecasting numerous individual flows in a
complex network because they take no account of the interactions between different
flows or of other factors likely to affect the overall pattern of demand. If a forecast of
the overall pattern is required, it becomes necessary to consider the individual cells in
the demand matrix; this is the subject of the next section.

5.6.5 Matrix estimation models

The cells of a demand matrix (otherwise known as the trip matrix or origin—destination
matrix) indicate the number of trips between each origin—destination pair, and the row
and column totals indicate the total number of origins and destinations respectively in
each zone. The matrix provides a fundamental picture of travel demand in a study area
and estimation of its cell values is a key component of many transport analyses.

If a matrix already exists, and if there is reason to believe that the basic pattern of
demand within it is likely to remain unchanged, it is normal practice, in line with the
general principle of using a marginal change model wherever possible, to seek to update
the old matrix rather than to estimate an entirely new one. The simplest way of updating
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volume of traffic (veh-km p.a.) on holiday routes in Scotiand

years elapsed since 1980

dummy variable (=1 if average May daytime temperature exceeded 15°C)
dummy variable (=1 if August average daytime temperature exceeded 20°C)
dummy variable (=1 if previous years’ August average daytime
temperature exceeded 20°C)

average price of 2-week holiday in Spain (£ adjusted for inflation)
expenditure on advertising by Scottish Tourist Board in 12 months from
preceding October (£ thousand)

average price of petrol (£/km adjusted for inflation)

volume of car trips (per 24 h) between a given pair of settlements in an
agricultural area

distance between the settlements (km)

time required to travel between the settlements in typical traffic conditions
(h)

population of one settlement

population of the other settlement

dummy variable (=1 if either settlement has a weekly agricultural market)
car ownership (cars/head) in the two settlements

total value of agricultural production in the area (£ p.a. adjusted for
inflation)

car ownership (cars/head) in the UK in a given year
years elapsed since 1950

= GDP/head (adjusted for inflation)

population over 17 years of age

average price of petrol (£/km adjusted for inflation)

average price of local bus travel in previous 5 years (£/km adjusted for
inflation)

work trip origins in a given area {24 h)

employed population in the area

car ownership in the area (cars/head)

average income per employee in the area (£ thousand p.a. adjusted for
inflation)

average price of bus travel in the area in the previous 5 years (£/km
adjusted for inflation)

work trip origins from a household (24 h)

household income (£ thousand p.a. adjusted for inflation)

number of cars owned in the household

number of full-time employed residents in the household

number of part-time employed residents in the household

number of unemployed residents in the household

dummy variable (=1 if house is within 500 m of bus stop with regular
service to city centre)
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an old matrix is to apply a uniform growth factor multiplying all cells by the same
amount, as shown in Equation 5.8.

T.=T xG

it it o

(5.8)
where T, "= trips from zone i to zone j in forecast year £, T = trips from zone i to zone
J in observed year ¢, and G, = expected growth in trip numbers between years ¢ and .

Usually, however there will be reason to believe that some cells in the old matrix are
likely to grow faster than others; for example, if a particular zone is the site of a new
shopping centre one would expect shopping trips to that zone to grow more than pro-
portionately. The singly-constrained growth factor approach uses such evidence to
apply different growth factors to different rows (or columns) in the matrix. Equation 5.9
shows the origin-constrained growth factor formula and Equation 5.10 shows the desti-
nation-constrained growth factor formula.

Tiﬁ= Tijl X Gm" (5.9)
where G, is the expected increase in trips originating in zone i
Tr=T xG,, (5.10)

it it ju
where Gj"A is the expected increase in trips destined to zone j.

The growth factors, G pand G,,, might be taken directly from policy statements or
land use data (e.g. a 10 per cent increase in households in zone x) or, preferably, would
make use of growth in the number of trip ends as predicted by a model such as a category
analysis model, regression model or zonal trend forecast described earlier in the chapter.

The singly-constrained growth factor approach can be applied either to origins or to
destinations but not to both. If data are available on growth in origins and in destinations
it is necessary either to ignore one of them or to use a doubly-constrained growth fac-
tor approach. The best of several available methods of implementing this is the so-called
Furness procedure which involves iteratively factoring to the new origin total (O,) and
the new destination total (D). The steps in the procedure are shown in Table 5.3.

If a trip matrix does not already exist for a particular study area or if the changes in
land use or transport have been, or are likely to be, so great as to render any previous
matrix irrelevant it becomes necessary to estimate a matrix from scratch. There are var-
ious ways of doing this but the most widely used is the gravity model which derives its
name from its use of the gravity analogy — that the attraction (trips) between two bod-
ies (zones) will be directly proportional to their mass (trip ends) and indirectly
proportional to their separation (travel cost between them). At the heart of the gravity
model is a ‘deterrence function’ which represents the decrease in trip making associated
with increased travel cost. Various forms of function have been used but the most
common is the negative exponential — as in Fig. 5.4.

As with the growth factor model described above, the gravity model can be origin-
constrained, destination-constrained or doubly-constrained. The equations for the three
cases, as proposed by Wilson,* are given in Equations 5.11, 5.12 and 5.13 respectively.

T, = OAD, exp (5.11)
T, = ODB, exp (5.12)
T, = OADB, exp ¥ (5.13)



Classes of model available to the transport analyst 119

where T, ;= predicted number of trips from i to j, O, = origins at zone i, D, = destinations
atzone j, C, = cost of travel from i to j, B = calibrated coefficient (the deterrence function),
and 4, and B, are balancing factors.

In Equation 5.11
BG;
4; =1/( E ijexp )

In Equation 5.12

— Cij
B, =1/(zi0iexp P )

In Equation 5.13
4= ”(Zj DijexP_pC”) and B, = 1/(Zi0,.Aiexp'Bc’f)

Table 5.3 Steps in the Furness procedure

1. Calculate origin growth factors G, as

G =0, /[Z; T,.,-]

where O, is the new total of origins in zone / and Ti/ is the old matrix
2. Test for convergence (are all G, close to 1.0?* if yes, stop)

3. Multiply the cells in each column' of the current matrix by its G, to produce a
revised matrix, T;

4. Calculate destination growth factors Gias
G, =D, /(Zir,.,)

where D, is the new total of destinations in zone j and T,/ is the matrix produced
at the previous step

5. Test for convergence (are all G, close to 1.0?* if yes, stop)

6. Multiply the cells in each row' of the current matrix by its GI. to produce a revised
matrix, T;

7. Calculate origin growth factors G,as
G =0, T,
=0 X7)

8. Gotostep 2

* The process is normally assumed to have converged satisfactorily when the G, or Gj factors

are in the range 0.9 to 1.1.
' The assumption here is that each column relates to a separate origin and each row relates to a

separate destination.
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Fig. 5.4 The use of the negative exponential as a deterrence function in a gravity
model

The singly-constrained model can be estimated in one pass whereas the doubly-constrained
version requires an iteration, equivalent to that in the Furness procedure starting out with
estimates of 4’s assuming the B’s are all set equal to 1.

It will be appreciated that the deterrence function () controls the shape of the matrix
by altering the distribution of trip costs. A high value of B indicates that trip numbers
are very sensitive to cost and hence that there will be few long trips whereas a low value
of B indicates an insensitivity to cost and hence a relatively large number of long trips.

The value of B is estimated from observed data by finding that value which is best
able to reproduce the observed distribution of trip costs (or more simply, in some cases,
is able to reproduce the same mean value). It has been shown that satisfactory results
can be obtained using a technique known as ‘entropy maximisation’ which gives the
most likely value consistent with specified constraints. A detailed description of this
technique is beyond the scope of this chapter and interested readers should consult the
original work* or more recent references.” >

If one is seeking to estimate a current matrix rather than to predict a future one then
an alternative method can be employed making use of evidence from contemporary traf-
fic counts. This approach, known rather prosaically as matrix estimation from traffic
counts has a number of variants (see for example references 6 and 7). A detailed descrip-
tion of these methods is beyond the scope of the present chapter; however, the rationale
behind them is that a given observed pattern of flows in a network is consistent only
with a finite number of possible underlying matrices, that some of these possible matri-
ces are inherently more likely than others, and that mathematical theory can be used to
identify the most likely matrix. The confidence with which this most likely matrix can
be identified is increased if some previous matrix is available to provide a starting point
for the procedure. These matrix estimation techniques are becoming increasingly popu-
lar because the required software is readily available and the required data are relatively
cheap to collect.
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5.6.6. Elasticity models

In the previous discussion of regression models it was indicated how policy variables
could be included in the model specification; for example, in equations (iii) and (iv) in
Table 5.2 a variable relating to the level of bus fares was included. By examining the cal-
ibrated value of the coefficient relating to this variable it is possible to get an immediate
indication of the sensitivity of the forecast to the changes in the policy variable. If one is
engaged in relatively short-term planning, such that other influences can be assumed con-
stant, it is possible to specify a model which is solely concerned with the sensitivity of
the forecast to key policy variables. Such a model is known as an elasticity model and it
is one of the most widely used models of marginal change. Its general form is:

Y=Y, {1+EX-X )X} (5.14)

where Y, = quantity demanded in year ¢, X, = value of a supply variable (e.g. price or
journey time) in year ¢, and E is the elasticity coefficient for Y with respect to X. The
elasticity coefficient should be calibrated on past data containing evidence of the mar-
ginal effect on Y of a marginal change in X. Thus:

E=(AY/V)/ (AX]X) (5.15)

The most common application of elasticity models in transport has been to represent the
effect on public transport usage of marginal changes in public transport price, but they
can also be used to predict the effect of marginal changes in a wide range of supply vari-
ables. For example, one could use an elasticity model to represent the effect on demand
of changes in petrol prices, car parking charges, road-user tolls, expenditure on adver-
tising, frequency of bus service, and so on.

The basic elasticity equation shown in Equation 5.14 can be extended to have sever-
al terms; e.g.

Y: = Y:- 1 {1+ El(Xu - Xu—l)/Xn-l + Ez(er - XZl—l)/XZI—l + E3(X3l - Xax—l)/XsH
+ E"(Xm -X 1)/X 1} (5.16)

nt— nt—
Some of the Xs will relate to characteristics of the option for which the forecast of usage
is being made (e.g. a particular bus service), while others might relate to characteristics
of a competing option (e.g. a parallel bus service, a rail service or car journey between
the same locations), this latter group are termed cross-elasticity variables. Thus, an elas-
ticity equation to predict usage of a coach service between Leeds and London might be:

passengers in year 2 = passengers in year 1 x {1
+ E| x (year 2 fare — year 1 fare)/year 1 fare
+ E, x (year 2 frequency — year 1 frequency)/year 1 frequency
+ E, x (year 2 train fare — year | train fare)/year 1 train fare
+ E, x (year 2 cost of car trip — year 1 cost of car trip)/year
1 cost of car trip)} (5.17)

Note that the sign of each elasticity coefficient will have an intuitively correct value —
own-price coefficients should be negative, own-level-of-service coefficients should be
positive and cross-elasticity coefficients should have the opposite sign to ordinary elas-
ticity coefficients.
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Elasticity models are deceptively simple but they have the unfortunate effect of con-
centrating the analyst’s attention on price and level of service variables to the exclusion
of other relevant changes such as of population or income. Also, it is tempting to use an
elasticity coefficient to predict the effect of changes on price which are bigger than those
for which the coefficients were calibrated; the results in such cases can be misleading
because it may well be that elasticities are higher (or lower) over different ranges. A 10
per cent increase in fares may have brought about a 3 per cent reduction in demand but
a further 10 per cent increase might not cause a further 3 per cent reduction and a 50 per
cent increase would probably not bring a 15 per cent reduction, nor might a 10 per cent
decrease in fares bring about a 3 per cent increase in demand.

5.6.7 Demand allocation — modelling the choice between alternatives

Trips are made as a result of choices made by travellers; choices between alternative
modes of travel, alternative times of travel and alternative routes. Some of these choices
are heavily constrained (e.g. if the traveller has no car available or if a public transport
timetable provides only one service per day) while others may be made from a very
extensive choice set. Different groups in the population have different constraints and
those who have a very restricted choice set may be described as captives of a particular
option. Even if they are not captive to one option some groups may have a strong prefer-
ence for one option over the others; for example, high income travellers are likely to have
a high value of time which causes them to prefer a fast and expensive option over a
slower and cheaper one. There is a wide and growing range of models which seek to pre-
dict travellers’ choices among available options. They vary in sophistication from models
which simply aim to reproduce an observed pattern to others which seek to replicate the
underlying choice processes.

An important concept underlying many of these models is market segmentation
whereby separate forecasts are made for subgroups within the total population who, by
virtue of their particular characteristics of car ownership, income, journey purpose etc.,
may be expected to respond to the choices available differently from other subgroups.
Having made a forecast, for each subgroup, of the proportion of group members select-
ing each option, the overall forecast is simply achieved by weighting the proportions by
the expected size of each subgroup in the forecast year’s population, as shown in
Equation 5.18.

D,=Y N&, (5.18)

where D_ = predicted total allocation of demand to option o, N, = expected size of sub-
group s, and P_ = proportion of subgroup s expected to select option o.

If no change is expected in the relative attractiveness of the available options then the
demand allocation model might simply use the observed proportions of each subgroup
choosing each option as the basis of P_; this would be a marginal change model simply
reweighting the existing pattern of demand to reflect any increase in the size of partic-
ular subgroups within the population.

More usually, however, some change in the relative attractiveness of options will be
expected — indeed the whole point of the modelling exercise may be to make an assess-
ment of the impact of such changes. This obviously necessitates some consideration of
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ways in which the population, or subgroups within it, are likely to perceive the relative
attractiveness of the options.

The most naive approach would be to assume that all members of a given group will
take the same view as to these relativities and will therefore all choose the same option
— the ‘best’ one from their point of view. This approach, known as all-or-nothing allo-
cation, is set out in Equation 5.19.

A,=min {P,P, ... P} (5.19)

where 4, = option to which every member of subgroup s will be allocated, and P_ = cost
of option o as perceived by subgroup s.

It has the virtue of simplicity but has little else to recommend it. It produces an unre-
alistically ‘lumpy’ pattern of demand with massive reallocations possible as a result of
a minor change in one option which alters it from best (chosen by everyone) to secoud
best (chosen by no one) or vice versa. The problem is disguised if a large number of sub-
groups, each with different perceptions of the relative costs, are defined. One way of
achieving this in the absence of any data on which to base this disaggregation is to
define groups more or less arbitrarily and then add a random element (positive or nega-
tive) to the costs of each option for that group prior to selection of the ‘best’ option for
that group. This technique is known as a stochastic all-or-nothing model and is defined
in Equation 5.20.

A, =min {P +e ,P,+e,,.. P +e_} (5.20)

where A_ = option to which every member of subgroup s will be allocated, P, = cost of
option o, and e = random number added to the cost of option o for subgroup s.

The best known application of this model is the Burrel network assignment model®
which allocates drivers to routes through a network by dividing the total population into
subgroups each of whom have random elements added to the cost of each link before
selecting the cheapest route. A stochastic all-or-nothing model is able to reproduce an
apparently realistic distribution of demand among the alternatives but it has no real
empirical justification.

The most straightforwardly empirical approach to the issue is to use the observed
splits between pairs of alternatives of differing relative attractiveness as the basis of a
model which predicts proportionate allocation of demand as a function of relative attrac-
tiveness. Such models are called diversion curves and a typical one is illustrated in Fig.
5.5 where a diversion curve for the choice between options a and b has been derived by
plotting the use of a against some measure of a’s relative attractiveness and then draw-
ing a best fitting curve. The gradient of the curve at any given point indicates the
sensitivity of the choice to the cost ratio at the point. Note that the x-axis is here
expressed as the cost ratio (b/a) but that, in some circumstances, a better fit might be
found by plotting proportionate demand against the cost difference (b—a). Separate
diversion curves can of course be defined for different groups within the population.

Diversion curves are rarely produced for situations where there are more than two
options but there is no reason in principle why they should not be extended into extra
dimensions — the limiting factor is perhaps the analyst’s ability to imagine the shape of
the multi-dimensional plane which is thereby produced, but if the calculations are being
done by a computer this need not matter. Diversion curves, as their name indicates,
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Fig. 5.5 Diversion curve

originated as tools with which to predict the amount of diversion of traffic which might
occur from an existing road to a new or improved road running more or less parallel to
it. They can also, of course, be constructed and used to predict the outcome of any
choice — for example that between competing modes.

Diversion curves predate the widespread availability of computers and have largely
been replaced by models which, while fulfilling essentially the same function, have a
sounder mathematical, statistical and theoretical basis. The best known of these models
is the logit model of individual choice. This model uses the relative attractiveness of
each of a set of options to predict, for each option, the probability of an individual
choosing it. These individual probabilities can simply be translated into proportionate
allocations of a group of people faced with the same set of options. (If the probabilities
of choosing options a, b and ¢ were 0.5, 0.2 and 0.3 respectively then, if 10 people were
making the choice, 5, 2 and 3 would be predicted to pick a, b and ¢ respectively.)

The equation of the logit model of choice between & options is:

(exp )/(z exp ) (5.21)

where P, = the probability of choosing option 1, ¢, = a measure of the cost of using
option &, and A = a calibrated sensitivity coefficient.

This equation can deal with the choice between any number of independent alterna-
tives (there must be no correlation between subsets of options) and produces an
S-shaped probability curve similar to that shown in Fig. 5.5. This shape is interpreted as
demonstrating that as soon as either option has an obvious advantage it will attract
almost all the choosers and so cannot attract many more even if its advantage increases
further; the real battleground between the options (where the probability curve is steep-
est) occurs where no one option has a particular advantage over the others.

The value of the A coefficient determines the slope of the probability curve in this key
area and hence determines the extent of the ‘battleground’, as can be seen in Fig. 5.6.
The A coefficient represents the sensitivity of the choice to the ‘cost’ variable — the
higher the value of A the greater the sensitivity. The theory which underlies this model
can be summarised as the realisation that there is always some uncertainty about an
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Fig. 5.8 Sensitivity of choice to value of A in logit model

individual’s perception of the attractiveness of an option and that this uncertainty can be
seen as a random ‘error’ term (which may be positive or negative) added to the cost of
each option such that, when two or more options are compared, some individuals will
perceive their cost difference as being greater than it really is, some will see it as less
than it really is and some will actually perceive the more expensive option as being the
cheapest. The A coefficient limits the contribution of the random error terms and so it is
that, with high values of A (and thus relatively small error terms) there is a more clear-
cut preference for the option which is really cheaper.

Other models have been proposed that assume a different distribution of error terms
but the negative exponential distribution which is used in the logit model has a number
of practical advantages which have made it the most widely used. (Further details of the
logit model and its derivation are beyond the scope of this book but may be found in ref-
erences 5 and 9).

As has been mentioned, the logit model assumes that the random errors are indepen-
dently distributed for each option and thus the model can only be used to predict the
choice between uncorrelated options. This can sometimes be inconvenient; for example,
when modelling the choice for a particular journey between three modes of transport —
train, drive-alone, drive-with-passenger — it would be unreasonable to suppose that the
perception of the costs of the two car modes would be independent. The solution in such
circumstances is to use a hierarchical logit model which treats the choice as if it were
in two stages — an ‘upper’ choice between train and car and a ‘lower’ choice, if car is
selected, between drive-alone and drive-with-passenger. The upper and lower choices
will each have their own A coefficient and will be based on different cost comparisons.
The choice between the two car modes in the example given above will simply be based
on a comparison of the two car costs whereas the train/car choice will be based on a
comparison of the train cost and a ‘composite’ car cost which should be defined as:!°

-1 )
cC= Tlog(zk exp “*) (5.22)

where CC = composite cost, ¢, = cost of options which are being combined, and A = sen-
sitivity coefficient used to choose between options which are being combined (i.e. from
the lower choice)
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Figure 5.7 demonstrates the essential difference between a standard logit model and
a hierarchical logit model. In the above example, the ‘nesting’ of the logit model was
self-evident but this is not always the case and a good part of the skill in using the hier-
archical logit model is in determining the most appropriate nesting arrangement.
Generally speaking the nests should represent expected correlations in perception and
the hierarchy should be ordered such that the lowest order choices are most sensitive to
cost differences.

Standard (multinomial) Hierarchy Hierarchy Hierarchy
logit

1 2 3
a b ¢ d a b ¢ d a b ¢ d a b ¢ d

Fig. 5.7 Some possible hierarchical structures for a logit model of the choice between
four options

The logit model, in its standard form or its hierarchical form, has become a very pop-
uiar model of choice between competing alternatives. It has been particularly widely used
to represent the choice between alternative modes but has also been applied to the choice
between alternative routes, departure times, destinations, car ownership levels and even
trip frequencies. Indeed, by making use of a hierarchical structure it is possible to put
together a set of equations which represent all of these choices in one model suite.
Although the logit model can be used to model the choice between destinations it is more
common to do this via a matrix estimation model such as those described earlier in the
chapter.

Before leaving the topic of demand allocation models, it is necessary to consider the
special complications which are caused by the existence of capacity effects.

It is a characteristic of most transport systems that, above certain limits, the more
heavily used a mode, route or service becomes the less attractive it will be to the users
because of overcrowding, congestion and consequential delays. This effect, known as
‘capacity restraint’, may seriously limit the demand — not necessarily because there is
simply no room for extra demand but because when a system becomes overcrowded it
becomes less attractive. Some models take this idea one stage further to suggest that
there will be an equilibrium level of demand which will come about over a period of
time as users adjust their behaviour in the light of experience. If extra users begin to use
an overcrowded facility the additional costs thereby imposed on all users will be such
that, over a period of time, a number of them will voluntarily switch to some other option.

This kind of mechanism could apply to any choice where capacity effects may be
important. For example, it might be used to explain commuters’ choices between com-
peting modes of public transport when one or more of them is overcrowded, to explain
commuters’ time of departure for work, or to explain shoppers’ choice of supermarket
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or car park. The best known application, however, is to drivers’ choice of routes in a con-
gested network and the classic exposition of the result of the capacity equilibrium
process is Wardrop’s principle:'! ‘under equilibrium conditions traffic arranges itself in
congested networks such that all used routes between an O-D pair have equal and min-
imum costs while all unused routes have greater or equal costs’. From which it follows
that, under these conditions, no driver can unilaterally reduce his or her costs by
switching to another route.

Few people would seriously suggest that the transport system is stable enough, or that
individual travellers are knowledgeable enough, for this perfect equilibrium ever to
come about in the real world, but the representation of this state has nevertheless been
a goal of many modellers who recognised its value as a fixed point among a myriad of
possible future states; a comparison of two such fixed points, relating to two different
policy inputs, has considerable advantages over a comparison of two less tightly defined
outcomes from the two policy inputs.

There are two main groups of approaches to achieving an equilibrium solution: the
first group uses mathematics, statistics and algorithms to get as close as possible to per-
fect equilibrium while the other seeks in some way to represent the processes that might
be involved. The mathematical/statistical/algorithmic approaches are mostly based on
iteration with the alternate allocation of demand according to cost and recalculation of
the cost in the light of demand. Clearly some form of damping is required to avoid infi-
nite oscillation. Some models achieve this by averaging the costs from successive
iterations while others seek to form a composite demand from a weighted sum of the
intermediate estimates of demand.

The second group of approaches seek to represent more faithfully, if less efficiently
in computing terms, the processes that might tend to lead towards equilibrium. One vari-
ant divides the demand into fractions and allocates each one in turn before recalculating
the costs and allocating the next fraction — and so on until all the demand has been allo-
cated. This model can be said to represent in simplified ways the informed decisions by
successive groups of travellers during a single day with each group able to make its deci-
sions in the light of those of all previous groups. (In practice it is found that, until
capacity restraint sets in, all the fractions are allocated to the same choice and so the pro-
cedure has been made more efficient by starting with large fractions and reducing them
progressively as ‘time’ goes on.)

Another approach is to represent the behaviour of individual travellers over several
days during which time they experiment with new options and experience the conse-
quences. Such an approach would be a form of simulation (see Section 5.6.8).

To date, the only area of modelling which has given significant attention to capacity
restraint is that concerned with the assignment of trips to routes in a network, and it is
from that field that most of the above examples have been taken. It can however, be
expected that these issues will begin to be considered in other areas of modelling as
other capacity ceilings in the transport system become more apparent.

5.6.8 Simulation models

Simulation models differ from abstract mathematical models in that they attempt to rep-
resent the dynamic evolution of some aspect of the transport system through an explicit
representation of the behaviour of actors within it. Thus, at a detailed scale, the performance
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of a junction might be simulated by representing individual vehicles passing through it
and the performance of a bus route might be simulated by representing the boarding and
alighting of individual passengers at each stop. At a less detailed level, the development
of a bus network might be predicted as the result of competition between different oper-
ating companies.

If a simulation is very detailed, particularly if it deals with individual decision-makers
rather than groups, it may be termed a ‘microsimulation’ model, but the terms are often
used interchangeably.

The decisions of actors within a simulation model may be represented by means of
discrete choice probability models such as those described earlier (but with probabili-
ties turned into discrete choices by means of techniques such as Monte Carlo sampling
whereby a random number is used to select from a probability distribution), or by means
of heuristic or algorithmic approaches drawn from detailed research into individual
decision-making.

A major difference between simulation and abstract modelling is that simulation
allows the modeller to develop a logical model of a very complex system by putting
together a number of components which are themselves fairly well understood. Thus it
becomes possible to develop a model of a complex system without having recourse to
overarching theories about system dynamics or concepts such as equilibrium. It is there-
fore well suited to examining the way in which system performance depends on detailed
aspects of the design or control strategy or is sensitive to external factors such as weather
conditions or a variation in the pattern of demand or to the detailed behavioural assump-
tions underlying the model. Such testing can be expensive in computer time but is
important if the results are to be generalisable.

The advent of very cheap computer memory and of parallel processors is now
enabling simulation of large systems to be conducted at a very detailed level and this is
undoubtedly the fastest growing area of modelling.

5.7 Transport modelling in practice
5.7.1 Model packages

Most transport planners and engineers prefer to make use of an existing model package
rather than seek to develop a new model to meet their particular needs. Numerous pack-
ages are now available on a commercial basis and they range in price from a few
hundred pounds to several thousand. Public sector planning organisations tend to be
conservative and risk-averse and therefore tend to prefer a familiar and well documented
model package whose predictions have generally been accepted to a new model whose
capability is unproven. Thus it is that the planning profession has been slow to make use
of new models and techniques.

Many models in widespread use can be traced back to the early days of transport
modelling. A notable development in the USA in the 1960s was the so-called four-stage
(sequential) travel demand model outlined in Fig. 5.8. This model was designed for use
in transportation studies and used four submodels to predict, in turn, the trip ends (i.e.
the numbers of origins and destinations), the trip distribution (the OD matrix), modal
split, and assignment (the use of specific links or services). Each submodel made use of
predictions for the previous one in the sequence but there was provision for feedback
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Fig. 5.8 Four-stage (sequential) travel demand model

effects such as the possibility that changes in costs, predicted by the assignment model
due to congestion on individual links, might affect choice of mode or destination.

This sequential structure can still be found in many model packages even though,
over the years, the individual submodels have become more sophisticated, the feedback
mechanisms have been identified and a fifth submodel — choice of departure time ~ may
have been added. Despite these improvements, the model is widely criticised for its
sequential structure and the amount of data required to run the complete suite and it has
become comparatively rare for all the submodels to be run in sequence. Modellers have
instead come to select only those submodels which appear directly relevant to the task
in hand. For example, junction design work is likely to be done using only an assign-
ment model; if the network changes are thought significant enough to affect the
travellers’ choice of mode or destination, this is likely to be represented by an elasticity
equation acting on the OD matrix (as in Fig. 5.9) rather than by making use of the dis-
tribution and mode split submodels from a sequential suite. The original rationale for the
four-stage model was for strategic planning but this role is now often met by less cum-
bersome models utilising unified structures such as hierarchical logit.

5.7.2 Current trends in modelling

Current trends in modelling reflect firstly the current concerns of decision-makers, sec-
ondly the new opportunities being provided by the availability of cheap and powerful
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Elasticity model

Assignment model

Fig. 5.9 Elastic assignment model

computers and new modelling techniques, and thirdly the ongoing concern of modellers
to produce more accurate predictions.

In order to meet the current concerns of decision-makers, it has been necessary to
develop models which seek to predict the impact of new policy options such as auto-
matic toll collection, improved traveller information systems or more sophisticated
traffic control- systems (as described in Chapter 26 and Chapter 27). Also, in order to
provide tools which might assist in the formulation and rapid assessment of integrated
transport policies (see Chapter 2 and Chapter 3), it has been necessary to develop models
which can quickly indicate the expected impact of a wide range of transport and land
use policies. This has led to the development of sketch planning models using unified
choice structures, highly aggregated zoning systems and skeletal networks. More con-
troversially, some such models even go as far as replacing the link-based network by a
zone-based representation of network capacity.'?

The desire to capitalise on cheaply available computer power has spawned the devel-
opment of detailed simulation modelling and the desire to exploit new techniques has
led to a new breed of models which make use of the concepts of artificial intelligence,
neural networks and fuzzy logic.

The ongoing concern of modellers to produce more accurate models has resulted in
continued attempts to develop models which accord more closely with the insights
revealed by behavioural researchers over the last several decades — insights such as the
fundamental importance of an individual’s activity schedule in determining travel
demand, the existence of non-compensatory decision-making and the role of inertia and
habit in determining daily behaviour.

5.7.3 A caution

It is easy for model enthusiasts to lose sight of the fact that models are useful only if
they can deliver useful results on time and without undue demands on data or comput-
ing resources; this generally means that simpler models should be preferred to more



References 131

complex ones. On the other hand the users of model predictions are apt to forget that
models are simplifications of reality whose predictions should be regarded as estimates
rather than precise forecasts. Modellers should have the courage to emphasise this point
and ought to use the incréased computer power now available to conduct sensitivity
analyses and hence produce confidence limits for any predictions made.
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CHAPTER 6

Traffic planning strategies

C.A. O’Flaherty

Road and public transport problems are currently a significant issue in most countries,
especially those with well-developed or burgeoning economies. However, resolving
these problems requires changes in public attitudes and modifications in personal prac-
tices as much as technical solutions. Changes in desired lifestyle are hard to achieve in
any society; they are particularly difficult in countries with democratically elected gov-
ernments because of their impact on the political process. Thus timing is very important
in terms of getting acceptance of controversial solutions and often it has to be recog-
nised that ‘things’ may get worse before particular remedies can be applied.

Traffic congestion is now recognised as a major problem in Britain in respect of both
work and non-work trips. Traffic delays, particularly in large urban areas, inter-city cor-
ridors, and on heavily-used tourist routes, are substantial and growing, and this is
affecting people’s convenience and business costs. There is also an increasing concern
about road accidents, global warming, environmental pollution and fossil fuel depletion,
and a growing acceptance that (for economic, social and environmental reasons) the
building of new roads has only a limited role to play in respect to ‘solving’ today’s (and
tomorrow’s) transport problems, particularly in urban areas.

In the early/mid-1980s the terms congestion management and travel demand man-
agement began to be identified with mechanisms which were being used to address
problems in cities, inter-city corridors and substantial traffic-generating activity centres.
Implemented individually or in concert with one another, these measures can help to
achieve one or more of the following:'

reduce the need to make a trip
reduce the length of a trip

promote non-motorised transport
promote public transport

promote car pooling

shift peak-hour travel

shift travel from congested locations
reduce traffic delays.

Tables 6.1 and 6.2 summarise the applications to which various long- and short-term
management measures (grouped according to strategy class) can be put in order to alle-
viate the above concerns. In the tables the strategy classes are also macro-grouped
according to whether their major influences are supply-side or demand-side. Supply-
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side measures generally aim at increasing the capacity of a road system so as to improve
the traffic flow for all modes of transport using it. Demand-side measures are intended
to reduce car demand by increasing the mode share carried by public transport, increas-
ing vehicle occupancy, reducing the need to travel to a particular destination, and/or
reducing the need to travel during peak traffic periods.

For discussion purposes it is useful to present the various demand- and supply-side
measures in the context of five contrasting transport planning approaches in an urban area:

1. do-minimum

2. use land use planning to reduce trips and trip lengths

3. develop a transport network that is heavily car-oriented

4. develop a transport network that is heavily public transport-oriented
5. manage the demand for travel.

In practice, of course, most transport plans involve elements of all five (‘transport pack-
ages’), with tilts and emphases in certain directions depending upon the political, social,
economic and environmental conditions pertaining at the locale in question.

6.1 Do-minimum approach

At its extreme this approach assumes that traffic congestion, road accidents, and envi-
ronmental degradation are inescapable features of modern-day life and, if left to itself,
human ingenuity and self-interest will ensure that congestion will become self-regulat-
ing before it becomes intolerable. In practice, the do-minimum approach is used as a
basis for comparison with ‘do-something’ proposals.

6.1.1 Congestion

In most large cities today traffic congestion is, in a sense, self-regulating. For example,
despite enormous eccnomic changes, and with only limited new road construction, the
average speeds of traffic in London have not changed dramatically over many decades.?

Traffic congestion can be described as either recurring or non-recurring. Recurring
congestion is associated with expected delays; it results from large numbers of people and
vehicles travelling at the same time (e.g. during peak commuting or holiday periods) at the
same places (e.g. at busy intersections). Non-recurring congestion is associated with
unpredictable delays that are caused by spontaneous traffic incidents, such as accidents.

Both recurring and non-recurring congestion are associated with stop-start driving
conditions which reduce fuel efficiency and increase air pollution, raise the cost of freight
movement and distribution, hinder bus movements (thereby making transport by car
appear more attractive), increase the nurnbers of accidents and delay emergency vehicles.
Drivers who regularly encounter recurring congestion on main roads in urban areas often
seek to reduce their delays by developing ‘rat-runs’ through adjacent neighbourhoods,
thereby imposing considerable environmental hardships and social and economic costs
on persons living in those areas. Recurring congestion also encourages the flight of home
owners and business from inner cities to suburbia, leaving tracts of run-down areas in
their wake. Minor road incidents during periods of recurring congestion can be the cause
of severe non-recurring congestion, while several incidents within a short period of time
at key points in a road network can result in the ‘seizing’ of the road system so that grid-
lock (i.e. the bringing of traffic to a standstill over a wide area) occurs.



Table 8.1 Applications of congestion management measures, divided according to strategy class'

Applications of measures

Type of Strategy Measures Urban  Inter- Peak Off- Holiday Construction/ Special Incident
measure class urban periods peak periods maintenance events management
Road Entrance ramp
traffic controls on motorways XX X XX x x X X X
operations Traveller information
systems XX XX XX X X XX xX XX
Traffic signalisation
improvements XX XX XX X X X
Motorway traffic
management XX X XX X X X X X
Incident
management XX XX XX XX X XX X XX
Traffic control at
construction sites XX x XX XX X XX X
Preferential  Bus lanes XX XX XX X
treatment Car-pool lanes XX XX x X
Bicycle and pedestrian
2 facilities xx x x x
‘@ Traffic signal pre-
_: emption for HOVs XX XX X x
a Public Express bus
w transport services XX X XX x XX X
operations Park-and-ride
facilities XX X XX X XX X
Service improvements XX X XX xx b XX XX X
Public transport
image XX X XX X XX X
High capacity
public transport
vehicles XX X XX X XX XX
Freight Urban goods
movements movement XX XX XX X
Inter-city

goods movement X XX xx XX X X X




Land use
and zoning

Commun-
ication
substitutes

Traveller
information
services

Economic
measures

Demand side

Admin-
istrative
measures

Land use and zoning

policy X
Site amenities and

design XX
Tele-commuting XX
Tele-conferencing XX
Tele-shopping XX
Pre-trip travel

information X
Regional rideshare

matching XX
Congestion pricing X
Parking pricing x

Transport allowances
Public transport and
rideshare financial

incentives
Public transport pass
programme
Innovative financing

Transport partnerships
Trip reduction ordin-

ances and regulations XX
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Car restricted zone XX
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Table 6.2 Impacts of congestion management measures, divided according to strategy class’

Impacts of measures
Promote Promote Promote Shift  Shift trips Reduce
non- public car peak- from traffic/
Type of Strategy Measures motorised transport pooling hour congested traveller
measure class transport travel locales delays
Road Entrance ramp controls
traffic on motorways XX XX X XX XX
operations Traveller information
systems X X XX XX XX
Traffic signalisation
improvements X X XX
Motorway traffic
management X x x X XX
Incident management XX XX
Traffic control at
construction sites X x xXx XX
;8 Preferential  Bus lanes XX x X X
i treatment Car-pool lanes X XX X X X
3 Bicyc!e and pedestrian
= facilities XX
(7] Traffic signal pre-
emption for HOVs XX X
Public Express bus services xx X
transport Park-and-ride facilities XX XX X X
operations Service improvements XX X
Public transport image XX x
High capacity public
transport vehicles xX X
Freight Urban goods movement x X xx
movements inter-city goods
movement X X XX
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For the above reasons, therefore, it is now generally accepted that to let congestion
find its own level unhindered would have the effect of causing irretrievable long-term
damage to both urban and rural areas, and would ultimately have the effect of reinforc-
ing car-dependent lifestyles.?

6.2 The land use planning approach

Transport plans which emphasise land use planning and the intricacies of individual site
design recognise that the control of land use is to a large extent the key to the control of
both the demand for transport and its impact upon the environment,

Table 8.3 Total distance travelled by mode and settlement population size in the
United Kingdom, 1985/86 (reported in reference 4)

Al

modes Car Local bus  Rail Walking  Other'
Area km* km*(%) km*(%) km*(%) km*(%) km*(%)
Inner London 141 76(54) 12(8.5) 34(24) 2.5(1.8) 17(12)
Outer London 167 113(68) 8.9(5.3) 23(14) 2.6(1.6) 19(11)
Conurbations with populations:
(ave) > 0.25 m 117 74(63) 16(14) 5.2(4.5) 3.5(3.1) 18(15)
Urban areas with populations:
0.1m-025m 161 115(72) 8.6(5.4) 11(7.0) 3.2(2.0) 23(14)
0.05m-0.1m 155 110(72) 7.2(4.7) 13(8.4) 3.7(2.4) 20(13)
0.025m-0.05m 151 111(73) 5.7(3.8) 13(8.3) 3.7(2.5) 18(12)
0.003 m - 0.025 m 176 133(76) 7.2(4.7) 8(4.6) 3.0(1.7) 24(14)
Rural areas 21 164(78) 5.7(2.7) 11(5.2) 1.7(0.8) 29(14)
All areas 160 114(71) 9.3(5.8) 11(7.1) 3.2(2.0) 22(14)

* Kilometres per person per week (excluding trips < 1.6 km). 'Other refers to 2-wheeled motor
vehicles, taxis, domestic air travel, other public transport, and other types of bus travel.

Although the relationship between land use and transport is complex, it is well estab-
lished that the decentralisation of people and jobs to suburbia, and to smaller
free-standing towns in non-metropolitan areas, has been possible because of the increase
in personal mobility brought about by the private car. This outward spread of people and
jobs has been accompanied by an increasing physical separation of homes, jobs and
other facilities, and has been reinforced by the concentration of shops, schools, hospi-
tals and other services into fewer and larger units.>

Table 6.3 shows that in Britain the small towns and rural areas are associated with the
greatest levels of travel and car dependency. However, there appears to be no systemat-
ic relationship between travel behaviour and the size of the urban area as far as the
largest cities are concerned. Table 6.4 shows that trip lengths increased by some 31 per
cent between 1965 and 1991.

6.2.1 Land use planning mechanisms

Transport plans that emphasise the land use planning approach generally seek to influ-
ence settlement patterns so as to increase the accessibility of jobs, shops, educational
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institutions, places of entertainment, etc., without the need to travel by car — or, when
travel by car is essential, by minimising its usage and shortening the distance travelled.
However, initiating area-wide changes in land use is not something that is easily done
under a democratic system of government and in many instances considerable time must
elapse before their full impact is realised. Consequently, the land use approach is nor-
mally accompanied by transport measures that aim to increase the competitiveness and
attractiveness of urban centres vis-d-vis peripheral developments, and promote choice
by increasing the relative advantage of travel other than by car.

Practical land use control measures that are now commonly related to transport plans

are as follows.* 3

L.

Limit the spread of cities so as to keep up residential densities and protect ‘green belt’
open land. Avoid the development of new settlements that are unlikely to achieve
10 000 homes within, say, 20 years.

. Increase the supply of housing in existing larger urban areas (in market towns and

above) where they are/can be easily accessible to existing facilities. Concentrate
higher-density residential developments near public transport centres or alongside
corridors well serviced by public transport.

. Locate high-density offices and retail establishments at sites already well served by

public transport, and in places easily reached from local housing by bus, cycle or
walking. Facilities that attract large numbers of people from a wide catchment, e.g.
universities and further education establishments, conference centres, hospitals,
major libraries and governmental offices, should be located at sites in urban areas that
are well served by public transport. University accommodation should be provided at
locales with easy access to the campus.

. Promote the juxtaposition of employment and residential uses (‘urban villages’) so

that people have increasing opportunities to work at or near their homes.

. Locate developments which attract significant movements of freight (e.g. large-scale

warehousing and distribution depots, and some forms of manufacturing) away from
residential areas and close to transport networks. Maximise the use of sites capable
of being served from wharves, harbours or railway sidings.

. Allocate sites unlikely to be served by public transport solely for uses which are not

employment intensive.

Table 6.4 Growth in person travel, 1965-91 (Note: 1965 = 100)

1965 1975/76 1985/86 1989/91
Population 100 102 104 106
Journeys/person 100 113 118 132
Km/person 100 114 120 131
Person-km 100 129 148 183

Source: National Travel Survey

Practical traffic management measures that are often associated with land use-based

transport plans include:

e limiting the amount of car commuting to new employment developments that are

well serviced by public transport, by imposing low maxima on the required number
of parking spaces to be provided by the developers
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e ensuring that parking provision at peripheral office, retail and similar developments
is not set at such high levels that they significantly disadvantage areas that are more
centrally located

e shifting a significant proportion of the supply of parking from central and inner-city
areas to outer park-and-ride interchange locations

e limiting new road construction to that essential for the servicing of new developments

-® implementing priority measures that promote the use of public transport, and safe
cycling and walking

e implementing area-wide traffic calming schemes to protect existing housing devel-
opments from through movements by the private car

e establishing car-free zones at concentrations of shopping

e requiring large employers to introduce plans which reduce the demand for commuter
parking.

6.3 The car-oriented approach

The post-World War II era saw very rapid developments in respect of the growth and
usage of the private car (see Chapter 1). Associated with this growth was the worldwide
production of transport plans in the 1950s and 60s which emphasised the urgent need to
provide more and bigger roads (particularly roads linking city centre with city centre,
and suburbia with central areas) if cities were not eventually to grind to a standstill.
Associdted with this car-oriented planning approach was usually a demand for huge
numbers of parking spaces in and about town centres, and a tacit acceptance that the
public transport system should be allowed to decline to some base level of service.
Many of these ‘predict and provide’ plans were never implemented (for cost and envi-
ronmental reasons); some were.

The City/County of Los Angeles which, over a 60-year period, has constructed many
thousands of kilometres of freeway and high-quality dual carriageways in an effort to
accommodate growth in car ownership and use (as well as providing for low-cost car
travel), might be described as the epitome of the private car-oriented approach. In 1993
it was reported® that in Los Angeles:

1. there is now more than one registered vehicle per licensed driver

2. some 77 per cent of workers drive to work alone, 15 per cent go by car pool/van pool,
5 per cent travel by public transport, and about 3 per cent walk/cycle/jog

3. overall weekday peak hour vehicle occupancies are less than 1.2

4. there is still the heaviest traffic congestion of any city in the United States, and it is
continuing to worsen.

It might be noted that cities that have adopted approaches which favour the private car (as
well as those which have not, mainly since the mid-1960s) place considerable emphasis
on the importance of road hierarchy and on the implementation of traffic operations which
provide motorists with real-time information regarding congested locations and times, and
improve traffic flows with the aid of traffic control technology (see reference 7).

6.3.1 The road hierarchy concept

Over the course of time many roads have become multi-functional, i.e. they now act as
(a) carriageways for through vehicular traffic, (b) accessways to frontage properties, (c)
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routes for public transport, (d) parking spaces for vehicles, (e) passageways for pedes-
trians and cyclists, and (f) corridors for the location of water/sewerage/gas/electrical
services. A major feature of the car-oriented transport plans of the 1950s in the United
States was their clarification and prioritisation of the transport functions served by var-
ious types of road. In essence they divided roads into three main functional groups:

1. arterial roads which are primarily for longer-distance high-speed through-vehicle
movements and, hence, provide minimal access to adjacent frontages

2. local roads and streets whose main function is to provide for frontage access and,
thus, whose design and traffic management is intended to discourage through traffic

3. collector roads, i.e. the ‘middle’ group, which are intended to provide for both shorter
through-vehicle movements and frontage access.

Arterial roads are subdivided according to whether they are limited access (e.g. freeways)
with no direct frontage access whatsoever, major arterials (e.g. expressways) which have
small amounts of frontage access, and minor arterials which have more frontage access.
Local streets are generally subclassified according to the land use that they serve, e.g. res-
idential, commercial, and industrial streets. Collector roads are described as major or
minor, depending upon their relative amounts of through and access service.

In Britain non-urban roads are described according to function as being either primary
routes or secondary roads. Primary routes — these are distinguished by direction signs
with a green background — are mainly trunk roads (which include most motorways) and
some local authority roads. Urban roads were designated in 1966 as primary distributors
which are intended to serve a town as a whole by linking its business, industrial, and res-
idential districts, district distributors which feed traffic from the primary network to
environmental districts (e.g. town centres or industrial estates, or large residential dis-
tricts) but do not traverse them, and local distributors which allow traffic from the major
distributors to penetrate environmental districts and gain access to homes, businesses,
factories, etc. by way of access streets. Table 6.5 summarises the various functions and
features of these urban roads; also included in this table are details regarding a class of
street which has come to prominence in more recent years — the pedestrian street.

6.4 The public transport-oriented approach

With this approach the transport plan emphasis is on proposals which result in signifi-
cant improvements to the quality and quantity of road and rail public transport services.
These are normally associated with land use, economic, administrative and improved
traveller information services measures which encourage the usage of public transport.

Advocates of public transport-oriented plans emphasise that, irrespective of whether
they are road- or rail-based, public transport systems are more energy efficient, emit less
airbome pollutants, minimise the amount of land used for transport (including parking)
purposes, and generally result in better physical environments in urban areas. Good pub-
lic transport, especially rail transport, helps to retain employment and other activities in
central areas, as well as facilitating pedestrianisation; in rapidly expanding towns it
allows a greater proportion of new jobs and facilities to be located in the centre.

However, people are unlikely to turn to public transport unless it is provided at rea-
sonable cost by clean, comfortable vehicles and unless services are regular, predictable
and reliable.}
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6.4.1 Rail public transport

Rail systems are most effectively used to service densely populated cities with relatively
long journey-to-work distances along radial corridors with congested roads which are
central area-oriented. Because of the high cost of rail systems in urban areas, making the
full use of existing rail infrastructure is the key to ensuring the success of most new rail
schemes.?

In London, where some 70 per cent of those commuting to central London travel by
rail, the full costs of operating the Underground and Network SouthEast heavy rail sys-
tems were only 58 per cent and 86 per cent, respectively, met by fares revenue in 1992.
The average journey lengths on Network SouthEast and London Underground trains are
27.4 km and 7.9 km, respectively, and the average journey speeds are 56 km/h and 32
km/h, respectively.

The 29 km-long first phase of the South Yorkshire Supertram, which services
Sheffield city centre, cost £240 million to construct, i.e. £8.28 million/km. This light rail
system was opened in 1994.

New rail systems generally offer a more attractive alternative to car users than buses
— as well as being more attractive to existing bus users. Table 6.6 shows that the major-
ity of the users of new light rail systems came from bus patrons (some of whom still use
the bus for part of their journeys). Since there is a suppressed demand for car travel in
most large cities (which means that empty road space is filled as soon as it is created)
this explains why it is that the introduction of a new light rail system often appears to
have little impact on road congestion — and why there is a need for concurrent car-
deterrence measures if the main objective is to reduce congestion. Information about
routes, waiting times, and timetables is important in removing uncertainty and much
effort is currently being placed on providing rail customers with real-time electronic
information displays at stations.

Reliability is also critical, and many rail operators are now publishing charters which
set out their target standards of service to passengers. For example, London
Underground Ltd’s charter has a compensation scheme that applies when delays of 15
minutes or more occur within its control. Compensation is also payable by British Rail
when service falls by more than a small margin below its standards and under the pri-
vatisation proposals, franchisees will be required to produce charters that will at least
match British Rail standards.

Table 8.6 Previous modes used by users of new metro and tram systems in French
cities (reported in reference 4)

Passengers (%)

Who formerly travelled by: New
City Bus Car journeys*
Marseilles 74 15 1
Lille 56 28 16
Lyon 71 12 17
Nantes 67 17 16
Grenoble 53 20 27

* May include those who changed home, job or school and now make different trips from
previously.
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‘“Travelcards’ which allow patrons to change from one rail system to another, and
from bus to rail and vice versa, without the need for re-ticketing have been shown to be
a critical factor encouraging the use of public transport.

6.4.2 Bus public transport

Strategies used to favour bus public transport over the private car include: (a) land use
planning which locates large traffic generators at sites which are capable of being well
served by buses (see Section 6.2), (b) improving bus services, and (c) using traffic
restraint to make car travel more difficult.

Improving services

London’s ‘Red Route’ schemes, for example, have shown’ that quicker, more reliable
journeys can stimulate bus patronage as well as reducing overall journey times and
costs. Measures used to assist in the improvement of services include limited stop ser-
vices, the use of bus control systems, and schemes which give priority to buses over cars
on congested roads.

Express bus services typically pick up passengers at a limited number of stops in an
outer residential area and travel non-stop to a town centre or a major industrial area. A
flat fare is usually charged for the trip. These services are most heavily used when
applied to peak period travel over longer distances.

Bus control is concerned with maintaining regularity of service in traffic congestion
by providing immediate information on traffic conditions to the bus operators which
enables the bunching of buses to be reduced or gaps in the services to be filled. Methods
used for this purpose range from fitting buses with telephones to allow direct commu-
nication between a control centre and drivers, to the use of real-time automatic vehicle
location systems which promote more efficient scheduling and better service reliability.

Bus priority measures in widespread usage include:

e with-flow priority lanes reserved for buses that allow them to bypass congested traf-
fic travelling in the same direction

e contra-flow priority lanes that allow buses to travel the ‘wrong way’ on one-way
streets to avoid a detour or serve the street

e reserved bus lanes on, or that provide access to, urban motorways and which are
sometimes reversible for tidal-flow bus operations

o bus-only streets, i.e. existing streets that are turned into bus roads, and busways, i.e.
segregated roads that are designed and constructed for buses only

e allowing buses to have access to pedestrian precincts

o providing automatic or driver-initiated bus detection at traffic signals when bus
flows are low and/or road widths are insufficient to accommodate a bus lane, or pro-
gramming area-wide urban traffic control schemes to give favourable attention to
buses

e using traffic regulations to give priority to buses when leaving bus stops, to impose
parking restrictions on bus routes, and to provide exemptions to buses from prohibi-
tions affecting turning movement at intersections.

In Britain the most common bus priority measure is the with-flow lane which allows buses
to bypass queues of vehicles on the approaches to traffic signal-controlled intersections.
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The majority of these lanes are less than 250 m long and require constant policing to ensure
that they are allowed to operate effectively, without being interfered with by private cars. A
significant proportion of these bus lanes operate only during moming and evening peak
periods when traffic congestion is at its height.

Other conventional bus service improvements include route extensions and expanded
hours of operation, all-day services operating through residential areas (generally using
minibuses), and peak-period circulator services that operate between residential/employ-
ment areas and rail or bus stations.

Demand-responsive services are an innovative type of operation that has received
much consideration in industrialised countries (e.g. see reference 10). Also known as
dial-a-bus services, these are intended to provide a quality of service between that of a
taxi and a stage-bus at a lower cost, and/or to service locales where the travel demand
for buses is low. With corridor demand-responsive services (a) time flexibility is pro-
vided with the aid of communication devices provided at points along a fixed route
which allow potential bus users to call the next bus and reduce their waiting time, while
(b) space flexibility is provided by allowing bus drivers to undertake minor pick-
up/drop-off deviations from an otherwise fixed route. With zonal dial-a-bus services an
area is divided into sections, each of which is serviced by one or more minibuses which
collect passengers at their homes following phone requests, and deliver them to a single
destination (many-to-one operation) or to two or three possible destinations (many-to-
few operation). The zonal minibuses may operate for all or only certain times of the day,
have fixed or semi-fixed schedules, and/or operate on the basis of advance bookings only.

Dial-a-bus services are relatively expensive to operate because of the extra labour
requirements at the central office and the relatively low utilisation rates of the mini-
buses. ‘Successful’ services tend to be those that have been kept in operation as
paratransit services for the elderly and handicapped, and/or the service is subsidised and
fares are deliberately kept low for political or marketing reasons.

In recent years particular efforts have also been made to raise the image of conven-
tional bus transport by emphasising cleanliness and amenities in buses, by improving
personal security and accessibility for the elderly and disabled at bus stops and bus sta-
tions, and by targeting particular market groups during advertising campaigns.

In large urban areas park-and-ride schemes (see Chapter 7), whereby motorists leave
their cars at outlying car parks and travel by bus (or rail) to the central area or to other
concentrated employee destinations, are usually a significant component of a public
transport-oriented transport plan. However, if any park-and-ride scheme is to attract
motorists from their cars then the perceived advantage of using the combination of car
and public transport modes will need to significantly outweigh that of using the car
alone, otherwise the motorists will stay in their cars for the entire trip.

Traffic restraint

There is much evidence to suggest that car traffic is not significantly reduced by mea-
sures which rely only upon improvements to public transport. Rather, the general
consensus is that if bus (and rail) patronage is to be increased and road congestion less-
ened, then the public transport improvements must also be accompanied by measures
that discourage the use of private vehicles in urban areas.
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The restraint tool mostly used in Britain to promote public transport usage and reduce
congestion, especially for the journey-to-work trip, is car parking control. Control
measures currently utilised in areas well serviced by public transport include:

e minimising the number of spaces allowed in new developments, and attempting to
reduce the total number of controlled spaces in existing developments, with the
objective of ensuring that the access road system to the area under consideration (e.g.
the central area) is kept within its capacity

e limiting the continuous length of time during which a car may stay in a controlled
parking space so that the commuter is prevented from using choice parking places

e imposing a parking charge regime on controlled parking spaces which favours short-
stay parkers (who are usually shoppers and travel off-peak) and discriminates against
commuters.

Unfortunately, the effectiveness of parking control is often limited by its lack of influ-
ence over a large proportion of the existing parking spaces. For example, it is reported?
that some 80 per cent of the people who drive to work in most large towns in Britain are
provided with free parking at their workplaces. 60 per cent of the cars entering central
London between 7 a.m. and | p.m. terminate there, while 40 per cent is through traffic.
Three quarters of all car trips terminating in central London, and 87 per cent of car com-
muting trips, use an off-street parking space; most of the drivers of these cars are given
the parking space free or are reimbursed for its cost.!!

From the above it can be deduced that commuting by car to central London is now
limited in the extent to which it is influenced by parking cost, as this can be easily off-
set by employers. Only a further reduction in car parking spaces is likely to affect the
number of commuters who choose to drive to work, if the current reliance upon parking
control as the principal traffic restraint technique is to be continued.

A high level of enforcement of on-street parking regulations, including the prohibi-
tion of illegal parking on footpaths and in laneways, is essential if the maximum benefits
to public transport are to be achieved from parking control. In this context it might be
noted that in 1990 some 80 per cent of the cars parked on-street in central London were
reported'? to be illegally parked and that 300 000 parking offences were committed daily
with only 1 in 50 illegally parked vehicles receiving fixed penalty notices.

Traffic signal control has also been used'® in a major demonstration project to restrain
car travel and encourage bus usage into a town centre. If modal change is to be achieved
using traffic signals as the restraint mechanism, then substantial delays have to be
imposed on car drivers before the objective is achieved. This, in turn, means that very
extensive queuing accommodation is required at the traffic signal control points — and
this storage space is rarely available on radial roads in British towns. Also required is a
high degree of (unpopular) police enforcement to ensure that the delayed cars do not use
the bus priority lanes or try to go through the signals while they are showing red.

Traffic signals that operate according to pre-selected control strategies are also used
on upstream entry slip roads of motorways to regulate the amounts of traffic joining the
mainline carriageways. The most usual reason for using entrance ramp control (also
known as ramp metering) is to maintain vehicle throughput at a (high) flow level that is
within the downstream capacity of a mainline road while vehicle speeds are kept rela-
tively high and uniform; this reduces stop-go traffic operation and the numbers of
related accidents that would otherwise occur in congested conditions. This form of
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access control is easily adjusted to incorporate priority for buses at little additional
implementation cost.'* However, care must be taken in urban areas to ensure that the
overall system is designed so that delayed vehicles are not able to divert into ‘rat-runs’
through adjacent local streets.

6.5 The demand management approach

In practice transport plans and strategies which emphasise managing the demand for
travel tend also to promote anti-congestion measures which reduce the pressure on the
road system, e.g. encouraging greater public transport usage (see Section 6.4) and car
pooling (e.g. by giving priority at congested locales and times to high-occupancy vehi-
cles), imposing traffic restraint via stringent parking control measures at destinations
(Sections 6.4 and 7.1), and promoting the use of variable working hours and telecom-
munication working processes by large employers so as to shift travel from congested
peak periods. More far-reaching proposals include the use of road pricing mechanisms
that are based on the concept that road users who contribute to congestion are a cause
of additional costs to society and if they were to be charged for these costs, some would
travel at different times, by different routes or by different means, and congestion would
therefore be reduced.

6.5.1 Car-pooling

The concept underlying car-pooling is simple: put drivers of single-occupancy vehicles
into fewer vehicles and traffic congestion, vehicle-kilometres travelled, and air pollution
will be reduced.

Car-pooling can be informal, i.e. formed by a group of people acting on their own
who share the driving and thereby reduce the cost of driving alone, or organised, e.g. by
an employer or by a governmental or private agency that co-ordinates the activities of a
number of employers. Car-pooling is most effectively used when (a) trips are relatively
long, so that the time spent gathering the occupants is small relative to the rest of the
journey, and (b) the participants have the same travel schedule each day. Car-pools that
continue for long periods of time have participants who are compatible, work in the
same employment area, and have full-time jobs with regular hours.

Car-pooling appears to be most heavily promoted in the United States. The most suc-
cessful employer-generated car-pooling involves large employers who have a
continuing, highly visible, well-staffed co-ordination programme. However, for employ-
ers to make that commitment they must believe that their costs will provide them with
direct benefits.'

Governmental bodies in the U.S. have sought to develop car-pools/van-pools by
advertising for the names of potential users, and their telephone numbers, home and
work locations, work schedules, and personal characteristics (e.g. smoker/non-smoker),
and then matching them by computer. In the case of van-pools, the vehicle is larger (e.g.
a minibus), is provided by the brokerage agency (which also provides insurance), the
participants pay a monthly fee (which is often subsidised), and one person is designated
as the driver and generally, as compensation, has the free use of the vehicle over the
weekend.

Even though the travel cost is less for a van-pooler than a car-pooler, van-pools are
not as popular because of the larger number of people involved. Keeping files up-to-date
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is more difficult because greater numbers of people change their jobs or homes, and
because the most efficient way to arrange the morning pick-up is to have it happen at a
single location — and this means that the many participants of a van-pool must normally
drive to (and from) a convenient meeting place where they can also leave their own cars
in safety. Experience in the U.S. also shows that van-pools are not attractive to partici-
pants unless the travel distance is long.

In very large cities, the encouragement of car-pools and van-pools in heavily trav-
elled corridors often has the effect of seducing passengers from existing public transport
services.

Car- and van-pooling are more likely to be effective if (a) poolers are given prefer-
ential treatment over other vehicles when travelling to their destinations on congested
roads and at busy intersections, and (b) there is strict parking control at the destinations
so that poolers can be granted the privileges of paying less (or nothing) and parking
closer. Car- and van-pooling are most unlikely to be effective if there is free parking for
all car travellers at the destinations, or when a fully/partially funded company car is reg-
ularly available to the driver. In the latter instance, the driver has no incentive to
minimise the travel costs to work by joining a car- or van-pool. In some cities in the
U.S.A. pooling is encouraged by local government ordinances which require employers
with more than a specified number of employees to develop programmes that are
designed to increase vehicle occupancies by their employees.

In respect of the above it might be noted that of the 20.8 million cars registered in
Britain at the end of 1993, some 2.2 million (10.6 per cent) were registered in the names
of companies. In 1991 the London Area Transport Survey (LATS) determined that the
average car occupancies per trip in London were 1.14 for commuting trips, 1.18 for trips
on employer business, and 1.67 for other trips. Also, the provision of high-occupancy
vehicle (HOV) lanes on major roads to facilitate car pooling is not favoured in Britain.’

6.5.2 Varying working hours

The varying of working hours tends to take three forms in practice. With staggered hours
a number of large employers agree to stagger their start/finish times by, say, 15 to 30 min-
utes, with no change to the number of hours worked each day. With flexible working
hours the employees may start and finish work each day at times of their own choice, as
long as a core period (necessary for meetings) is worked each day. With the compressed
working week the employees work many more hours per day for fewer days per week or
per fortnight. All three forms of operation reduce the commuting traveller’s journey time,
but depend for their success on the goodwill and support of the employer organisations.

Staggered hours generally have the effect of spreading the morning and evening
peak periods and reducing the demand for public and private transport movements
during the most heavily loaded 15 to 30 minutes of each peak period. Staggered hours
are most appropriately applied to offices and piece-manufacturing establishments.
Flexible work scheduling also spreads the morning and evening peak periods and is
commonly applied to offices and to administrative and information workers.
Compressed work-week programmes tend both to reduce the total number of commuter
trips and to shift them to off-peak periods. Compressed work-week employees also
make many short errand-type trips (usually during off-peak periods) during their ‘free’
day; overall, however, the programmes can reduce the average number of vehicle-
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kilometres travelled and also the levels of vehicle-source pollutants entering the atmos-
phere.! Experience suggests that compressed work-weeks are most appropriate for
office and administrative functions, and for line- and piece-manufacturing processes.

6.5.3 Technological improvements

Since the 1960s most transport plans for urban areas have emphasised the importance
of improving traffic operations at intersections. To a large extent it can be argued that
the reason that already congested road networks have been able to cope with much of
the tremendous growth in vehicle-kilometres in large towns over this time is because of
improvements in traffic signal operation and the application of integrated urban traffic
control (UTC) systems at intersections, which have enabled more and more of their
potential capacity to be extracted from existing roads.

One of the expectations underlying the current technological thrust is that develop-
ments in telecommunication technology will reduce the amounts of travel, especially by
car during peak periods, in future years. The three measures which are seen as having the
greatest potential to make this happen are telecommuting, teleconferencing, and teleshop-
ping. However, all of these are still in their infancy in terms of widespread application.!

Telecommuting, also known as telework, is the partial or total substitution of telecom-
munications for the daily journey-to/from-work by allowing employees to work at
locations that are remote from the traditional office. Employees are usually linked to the
main office by telephone and facsimile and, often, by computer and modem. Remote
worksites include the employee’s home, satellite work centres (run by single employ-
ers), or neighbourhood work centres (run by multiple employers).

Telecommuting is seen as being particularly important, because it is cheaply estab-
lished and has the potential to dovetail with employer objectives such as improved
employee morale and productivity and, from a transport aspect, it impacts mostly on
peak-period travel. It is reported® that the 1990 national transport plan for the
Netherlands saw the potential benefit of telecommuting as less congestion with the pos-
sibility of a five per cent reduction in peak-hour car traffic. At this time telecommuting
is most well established in the computer services industry.

Teleconferencing is the substitution of telephone and television communication (i.e.
audio, or audio and video) for trips normally taken to meet with several individuals or
groups, usually for business reasons. It requires a substantial investment in equipment
(e.g. studio, transmission lines) or the renting of facilities with the equipment available.
At this time teleconferencing is seen as being most applicable to private businesses and
education. No data are available regarding its likely impact on travel.

At this time teleshopping involves the use of the telephone and facsimile, and some-
times videotex, to shop and purchase items without physically travelling to the place of
sale. It is a private, strictly commercial venture that is likely to spread quite slowly; its
main travel impact will likely be on congestion at large shopping centres. More specialised
applications such as telebanking and telephone bookings for sporting and art events and
travel will achieve a much higher penetration but lead only to a small reduction in the
number of trips made.

Another technological development foreseen for the long-term future is the use of
advanced electronic systems to control vehicle movements on major roads. This could
eventually involve fitting vehicles with intelligent cruise-control guidance and collision-
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avoidance systems that would increase road capacity (by enabling vehicles to operate at
lower headways) and improve road safety in heavy traffic (by preventing them from
colliding).

6.5.4 Charging for road use

Many countries are now considering the use of more radical mechanisms (as compared
with parking control and traffic signal control) to constrain the use of the private car on
congested roads. One of the more thoroughly examined measures (via desk studies) is
that of road pricing. With a road pricing system the efficiency of operation on a con-
gested road or road network is improved by employing the user-pay principle to make a
car driver think very carefully about whether or not to use the controlled road(s). This
charging process, which allows those who are willing to pay to travel under less con-
gested conditions, is also known as congestion pricing.

The simplest way of levying the charge is at a toll collection point, provided that space
is available for queuing vehicles. Alternatively, differential licences may be prepurchased
which allow access onto the controlled road(s). Technology is also available which, analo-
gous to telephone charging, uses a piece of equipment (e.g. an electronic number plate) on
the vehicle to activate a central charging computer when the vehicle enters or leaves a con-
trolled road system. A ‘contactless smartcard’ with prepaid stored value has also been
developed which can be mounted on a vehicle’s windscreen so that a charge can be auto-
matically deducted each time that it passes a toll point. (An advantage of this smartcard is
that personal privacy is protected since it requires no record of a vehicle’s whereabouts.)

An early study'’ of the road pricing concept as it might be used in Britain suggested
that the mechanism used to implement widespread usage should satisfy the following
criteria:

1. The charges should be closely related to the use made of the controlled roads (¢.g. by
making the charges proportional either to the time or distance travelled on them).

2. It should be possible to vary the charges for different roads or areas, at different times
of the day, week or year, and for different classes of vehicle.

3. Charges should be stable and readily ascertainable by drivers before they enter the
controlled road system.

4. Payment in advance should be possible, although credit facilities might also be per-
missible under certain conditions.

S. Any equipment used should possess a high degree of reliability (and be robust and
reasonably secure against fraud).

6. The method used should be:

(a) simple for road users to understand and the police to enforce

(b) accepted by the public as fair to all

(c) amenable to gradual introduction commencing with an experimental phase

(d) capable of being applied to the whole country (as well as to temporary road users

from abroad).
7. The pricing control mechanism should, if possible, indicate the strength of the
demand for road space in different places so as to give guidance to the planning of
new road improvements.
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Comment

Much has been written about the possible use of road pricing as a tool for congestion
management, and a significant number of transport planners now argue that it should be
a core element of a demand management strategy, particularly for a large city. However,
relatively few schemes have been implemented (see Chapter 3) to date; politically, it has
been too difficult. What has generally been accepted world-wide, however, is the concept
of ‘user-pay’ in relation to motorways, i.e. toll roads. In Britain in late 1993, for exam-
ple, the Government announced its intention to introduce electronic motorway tolling
‘when the technology is ready’. Looking to the future, therefore, it is possible that the
increasing use of toll roads will establish a tradition of paying for roads, which in due
course may facilitate public acceptance of area-wide urban road charging — and lead
eventually to a fully integrated road user charging system affecting all car journeys.*

6.5.5 Rationing road space

A major criticism of road pricing is that it favours the wealthy and discriminates against
the less well off, because of its reliance upon non-willingness/non-ability to pay to
reduce the number of vehicles on congested roads. Various ‘fairer’ schemes have been
proposed which have ranged from those based on demonstrated need to selection by lot-
tery. At this time the most favoured proposals appear to be the ‘odds-and-evens’system
whereby vehicles with number plates ending in an odd number are allowed to use the
controlled roads on certain days of the week while even-numbered vehicles can use
them on the others, and the ‘pooler’system which allows vehicles with more than a cer-
tain number of occupants to be exempt from any road pricing/toll charges.

6.6 Transport packaging

As noted previously, current transport plans for urban areas do not rely solely on any of
the contrasting approaches described above. Rather they rely on ‘packages’ of the above,
tilted to meet the needs of the environs within which the urban area is located (see, for
example, reference 18). For example, logically it can be expected that proposals for larg-
er towns will differ from those for smaller ones, and that urban areas of the same-size
population that are located in developed and newly-developing countries would place
different emphases on the mix of land use policy, road and public transport infrastruc-
ture, and congestion and travel demand management measures proposed.

A package approach which may be considered as generally reflective of transport
planning in many larger British towns at this time is that for the City of Leeds. Leeds
sees itself as having the potential to become a leading European city, with increasing
prosperity, an enviable environment and a city centre to be proud of. Transport is seen
as a key to achieving this vision and in 1990 therefore the city commissioned a review
of its transport strategy. The study was directed by a very broadly based group which
included the leader of Leeds City Council, cross-party membership of city councillors,
professional officers from the Council and the Passenger Transport Executive, and local
business interests. The make-up of this steering group was important in that it resulted
in two important early decisions,'? (a) to seek a consensus solution, and (b) to subject
the study to an extensive public consultation exercise.
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Fig. 6.1 The Leeds transport strategy'

The strategy which emerged (see Fig. 6.1) identified roles and functions for each part

of the transport system in meeting the vision of Leeds, public aspirations, and the city’s
economic and ‘green’ strategic aims. It stresses the need for:

1.

2.

new roads to help remove through traffic from the pedestrianised city centre, improve
the environment and support economic development

better public transport, to cater for growing travel demands and provide an attractive
alternative to the car, which includes (i) improvements to the existing mainstay bus
and rail facilities and operations, (ii) a large-scale park-and-ride programme, and (iii)
a high-quality environment-friendly electric ‘Leeds Supertram’ which will run gen-
erally on ground-level tracks between the city centre and the suburbs

. city centre initiatives, including an extended pedestrian core, to make the heart of

Leeds more attractive and accessible

. demand management of traffic in support of these initiatives.
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CHAPTER 7

Developing the parking plan

C.A. O’Flaherty

The provision of parking is an essential consequence of the movement of people and
goods into and within urban areas. However, parking is also associated with traffic con-
gestion due to too many vehicles seeking to gain access to particular locales at one time
and the inability of the road and parking systems to provide for them.

7.1 Parking policy - a brief overview

Parking demand is mainly influenced by the type and function of land use and the qual-
ity of the public transport system — and hence the parking policy developed for any
particular area depends very much on the local situation.! In villages and the smaller
towns and in the outer areas of larger towns parking policy is often based on providing
enough parking spaces (supply) to meet the demand (vehicles). In large towns and cities,
however, the overall transport objectives of reducing accidents and safeguarding (a) the
accessibility of the central area (by reducing traffic congestion on the radial roads and
in the town centre) and (b) the quality of life in and about the central area (by reducing
air, noise and environmental pollution) usually become paramount, and parking policy
may be aimed at controlling the parking supply so as to induce appropriate shifts in the
modal split in favour of public transport (and, thereby, to reduce the parking demand).
Priority for on- and off-street parking at the places provided in all town centres is nor-
mally given to selected groups, e.g. residents, people with disabilities, shoppers, and
people on personal business.

The control of the parking supply and the enforcement of the parking regulations are
normally regarded as the keys to the achievement of the above transport objectives. In
the case of new developments local authorities are able to control parking supply
through the application of parking standards which define the maximum or minimum
numbers of parking spaces to be applied to any new land use activity. In the case of
existing public parking spaces under their control the local authorities may decide to:

e reduce the total number of spaces (particularly on-street places)

e impose time restrictions on existing spaces so as to encourage short-term parking and
discourage commuting vehicles

® use various mechanisms to give priority of parking to selected groups, e.g. by applying
graduated pricing in off-street public car parks which favour short-term parkers, or
by using parking meters, discs or vouchers to control on-street parking in shopping
and business areas, and/or by providing pre-paid licences (or free permits) to residents
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to enable them to park on-street adjacent to their homes

e provide appropriate amounts of peripheral parking for long-stay commuter parkers
outside the town centre and perhaps on the outskirts of the town or city

e use variable message information systems to assist drivers in finding available park-
ing spaces and, thereby, reduce their parking search time and consequent traffic
congestion on central area streets.

The major weakness of any parking policy which is based on controlling parking sup-
ply is that a local authority has no control over the very significant numbers of existing
off-street parking spaces that are privately owned. Furthef, any easing of traffic conges-
tion on central area streets can result in an increasing usage of these streets by through
vehicles which do not have destinations in the town centre.

7.2 Planning for town centre parking - the map
approach

When all the policy decisions have been taken, and related to estimates of need/provi-
sion, the parking plan for a town centre must be devised. There are many ways in which
this can be done. One of the more basic approaches, which simplifies the process and
provides a perspective on the problems that have to be tackled, is the map approach
devised some years ago as a guide for local authorities.

This approach concentrates on fundamentals, and describes how a series of maps
can be compiled as a convenient and effective way of illustrating the interactive factors
which, in most towns, have a bearing on parking problems and need to be taken into
account when preparing a parking plan. It enables a measure of the parking problem as
a whole to be taken quickly and with the minimum use of resources. However, its direct
usage is now most applicable to smaller towns which have not carried out a compre-
hensive transport study and, hence, do not have detailed data at their disposal.

The map approach can be summarised as follows.

1. Appraise the effects of parking on the town centre, on the convenience, pleasantness
and efficiency with which the central area and its peripheral areas are used and func-
tion, together with the effect on (and of) accessibility and environment.

2. Analyse the causes and pressures behind present parking usage and future parking
demand.

3. Decide how to make optimum use of the facilities available now and within the plan-
ning period into the future.

In the following elaboration of these steps use is made of illustrative data (see pp.
158-65) from Parking in town centres.”

Map 1. This is prepared to show the main land use generators of parking demand, and
the areas where competition for parking space is most intense. In Britain the areas used
mainly by shopping parkers are most easily determined from a parking usage survey
carried out on a Saturday, when offices are closed. The preferred office parking areas
can be determined in a similar way on an early closing day for shopping. Residential
parking is most easily isolated by a usage survey carried out at night. These data will
suggest where time-limit and residential parking controls are obviously needed, and
where multiple usage of public car parks might be appropriate.
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Maps 2 and 3. These maps show the ‘pinch-points’ on the streets, where parking is a
cause of traffic congestion and where parking and congestion impact on the operation
of essential services. Data for Map 2 are generally available within a town’s traffic
department or, in the case of a small town, can easily be determined by inspection. Data
for Map 3 are usually obtained via a parking usage survey.

Map 4. This map defines those areas where there is conflict between car parking and
the physical environment.

Map 5. This map suggests how the hinterland of the central area can be divided into
catchment areas, and the traffic from each related to the major approach roads carrying
vehicles into the town centre. In this case, for example, the southern catchment has the
highest car-availability potential. Since the two approach roads within the southern
catchment converge at the outskirts of the central area it also suggests that congestion
may be a problem on the final leg.

Map 6. This map shows the numbers of commuters and shoppers using cars which
originate from each catchment area outside the town boundaries. This is useful in point-
ing out where peripheral park-and-ride car parks might be located.

Maps 7 and 8. These show the existing public transport services and suggest where
car travel by the commuter is being encouraged through lack of good alternative means
of journeying to work. These maps also emphasise that the town centre parking plan
should always be developed in association with strategies for sustaining and/or encour-
aging good town centre access by public transport.

Map 9. This illustrates how the central area can be divided into convenient destina-
tion zones (in this case on the basis of figures for employment and floorspace) in order
to give guidance as to where the competing demands for parking will be high.

Map 10. This map shows where parking controls (time-limit/pricing) need to be
implemented to ensure that the short-time parker is given preference in the parking plan.
In this example, the acceptable walking distance for shoppers is given as 180 m. A guide
to present practice in any given town can be gained by observation and/or survey in and
about the central area on a busy shopping day.

Map 11. This map is similar to Map 10 except that it identifies parking locations likely
to be used by commuters. In this example the acceptable average walking distance from
parking place to destination is also taken as 180 m while the outer limit is taken as about
275 m. It should be noted, however, that in practice the average walking distances that
are acceptable to parkers vary according to both trip purpose and intensity of parking
demand. For example, Table 7.1 shows that the larger the city the greater the average

Table 7.1 Average distances (metres) walked from parking place to destination®

Trip purpose

Population group Shopping Personal Work Other
of urban area business

10 00025 000 61 61 82 58
25 000-50 000 85 73 122 64
50 000-100 000 107 88 128 79
100 000-250 000 143 19 152 104
250 000-500 000 174 137 204 116

500 000-1 000 000 17 180 198 162
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distance that parkers will walk to their destinations, and that journey-to-work parkers
will accept greater walking distances than shopping parkers. Also (although not shown
here), off-street parkers will normally walk further than kerb parkers.

Map 12. This map, which is an extension of the analysis initiated in Map 5, shows
the existing traffic flows on the major approach roads, and indicates where there is spare
capacity. (In this case, to simplify the iliustration, the through traffic has been excluded;
however, it should be appreciated that non-parking through traffic can often account for
up to about 35 per cent of the vehicles entering a central area.) As the south and south-
east approach roads are filled to capacity during the peak hours then, obviously, to
provide additional long-stay parking in the central area for cars approaching from the
south would simply add to the congestion on the already crowded road.

Map 13. All of the above analysis is intended to culminate in the development of the
central area parking plan shown in Map 13.

The developmental sequence involves defining the following:

—

existing off-street car parks and land to be made available for off-street parking
2. where on-street parking is to be permitted, and where it is to be prohibited, e.g. (a)
at access points to buildings, loading bays and service areas, (b) at intersections,
pedestrian crossings, bus stops and taxi stands, and (c) on one side of narrow streets
3. those streets where uncongested flow is essential at specific times, e.g. during peak
periods (see Map 2)
4. locales where only front service access to buildings is possible, and where rear ser-
vice-access is available (Maps 2 and 3)
5. where priority should be given to service vehicle and other operational parking
(Map 3)
6. where overnight parking for residents is essential (and thus, where resident-only
parking permits should be issued and enforced) (Map 4)
7. those areas of historic and architectural significance where special attention needs to
be given to the amount, layout and detailed design of any parking provided (Map 4)
8. the areas where very short-term parking is to be given preference, e.g. near post
offices and banks
9. the areas where shoppers and short-term visitors to offices are to be given prefer-
ence (Maps 1, 9, 10 and 11)
10. the extent of the likely displacement of long-stay commuter-type parkers into areas
adjoining the central area, related to acceptable walking distances (Maps 10 and 11).

Note that in this instance the parking restrictions imposed in the residential areas adjacent
to the town centre are denoted as experimental and subject to changes to ensure the best
solution; if successful, similar provisions may be made at a later date in other parts of town.

Maps 14 and 15. Essential developments in the hinterland of the town cannot be iso-
lated from central area parking proposals. Thus Map 14 is developed as an addition to
Map 13 in order to show where special parking facilities are needed to serve hinterland
(especially commuter-type) travellers using out-of-town railway stations, and Map 15
(which is derived from Maps 7 and 8) shows where express and improved bus services
need to be provided. Note also that, both outlying and intermediate park-and-ride car
parks are proposed on the southern approach route. An express bus service (without a
park-and-ride car park) is proposed for the eastern approach road.
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7.2.1 A final comment

The map approach just discussed has been used to provide a perspective of the inter-
acting developmental features involved in the preparation of a basic town centre
parking plan. A range of traffic management and parking control measures now need
to be considered and, as appropriate, applied in order to implement the proposed park-
ing plan and achieve the objectives underlying it; these measures are mainly discussed
in Chapter 24. Issues relating to the use of parking standards and the location and
design of off-street parking facilities are addressed in Chapter 22 (except for park-and-
ride facilities, which are mainly discussed in Section 7.3).

To conclude this discussion it must be emphasised that the town centre parking plan
should never be seen as static. Modifications will be necessary from time to time to mee:
changes in land use, traffic and environmental demands, as well as the needs of varying
transport strategies.

7.3 Park-and-ride

Park-and-ride is commonly defined? as the act of parking at a custom-built car park and
transferring to public transport to travel onward to one’s destination. After hesitant starts
in the 1960s and 70s it is now accepted that the provision of park-and-ride (including
kiss-and-ride) facilities at peripheral locales that are away from a central area can be an
integral part of a town centre’s parking plan, and that the larger the urban area the more
important this becomes.

In practice park-and-ride services are mostly bus-based and operated either as year-
round services designed to relieve the central areas of large towns (and their radial
access roads) of traffic congestion, or as seasonal services, e.g. during the summer hol-
iday period at historic towns or the pre-Christmas period at towns noted for their
shopping. In conurbations that are well served by rail systems park-and-ride is also
rail-based. However, the potential for developing formal park-and-ride from rail sta-
tions can often be limited by an inability to obtain suitable off-street parking space in
built-up areas adjacent to stations — that is, unless accessible land can be made avail-
able which is surplus to the railway’s operating requirements, e.g. redundant goods
depots, railway sidings.

In practice, also, many motorists park their cars on-street in locales adjacent to rail
stations or at bus stops, and travel onward by public transport with no regard to the eco-
nomic or environmental well-being of the areas where their cars are left. For example,
at most London Underground and British Rail stations within Greater London informal
on-street parking (known as ‘railheading’) is undertaken by at least twice as many
motorists as use the formal station car parks. This railheading-type of operation, while
assisting in the reduction of onward traffic congestion, can be a severe nuisance and very
often justifies the introduction of local parking controls to protect the affected areas
from unwelcome long-stay parkers.
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7.3.1 Criteria for success

The successful operation of a significant park-and-ride scheme is dependent upon the
following features (which are not in order of priority).

1. The park-and-ride interchange must be serviced by a public transport system that
offers reliable and frequent services in both the inward (to the central area) and outward
directions.

Generally, interchanges with reliable frequent services are more appealing to potential
users since they maximise the travel-time choice, particularly for the return journey.
Service intervals of half an hour have been proven to be preferred for long-distance rail
park-and-ride to London.* Bus headways of 10 minutes have been recommended as
being necessary for the successful operation of a park-and-ride scheme for a shopping
centre.’ Bus headways of not more than five minutes may be necessary during peak
demand periods for journey-to-work travellers. (One widely used rule of thumb is that
one minute spent waiting for a bus is roughly equivalent — in terms of influence on pub-
lic transport usage — to three minutes on a bus.)

2. The onward public transport mode must provide a reliable fast service from the inter-
change into the central area.’

A park-and-ride interchange represents an additional leg in a motorist’s journey. It
affects the motorist’s travel time and convenience by requiring him or her to leave the
comfort of a car at an intermediate location and walk to a public transport stop and
wait for a bus or train to complete the journey. To compensate for the uncertainty asso-
ciated with this extra link it is essential that the public transport vehicle be provided,
to a large extent, with feserved track running for the remainder of the journey, i.e.
either by rail or by segregated busway/bus lane and priority at intersections when the
express bus is travelling at-grade. When this segregation and priority are not provided
the buses will be held up by the prevailing traffic congestion and their service relia-
bility may be so reduced, and the travelling time so increased, that the motorist will
perceive little advantage in using the park-and-ride service.

3. The parking fee at the interchange plus the two-way public transport fare should be
less than the perceived cost of travelling to the central area by car and parking there.
For obvious reasons the round trip cost discernible to the user of the park-and-ride sys-
tem must be less than the cost of travelling by car; if it is not, motorists will stay in their
cars and hunt for parking in the central area or, alternatively, try to park free on the roads
adjacent to the interchange so as to reduce their costs. There is ample experience to sug-
gest that parking at the interchange should be either very cheap or, preferably, free so as
to encourage park-and-ride usage. However, the cost of developing and operating the
interchange has to be provided, and recommendations regarding this range from using
central area parking fees for this purpose to levying developers for the additional value
created as a result of having extra floorspace released at new developments through not
having to provide land or resources for on-site parking.’

4. Ample parking space must be provided at the interchange to ensure that parking is
easily obtained at all times.

If parking is not easily obtained at the interchange, potential long-stay users will either
park on the adjacent roads or continue in their cars into the central area. There is no
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simple way of determining the number of spaces required at a new interchange as this
depends upon the success of the project as well as upon such variables as the size of the
commuting area being serviced, the stringency of the parking control in the central area,
and the degree of congestion experienced on the radial road(s). However, a guide to
what might be required can be gained by looking at the needs created by a particular
service interval.

Let it be assumed that a commuter park-and-ride service is to be provided by double-
decker express buses (each capable of carrying 76 passengers) operating at a service
interval of 5 minutes during the peak period (assumed in this instance, for ease of cal-
culation, as 1 hour), and that the demand for this service will be such that each bus will
be 90 per cent full on average when it leaves the interchange. The number of spaces
required to meet the needs of this peak hour service is therefore

09x76x 0 x L —714
5 7115

assuming that the average car occupancy is 1.15. However, if significant numbers of
patrons are ‘kiss-and-ride’ passengers the number of long-term spaces will be much
lower.

The application of kissing to a park-and-ride operation bears no relationship to the
degree of passion exhibited by commuters at an interchange; rather it is the term used
to describe the practice whereby a person drives his or her partner to and from the inter-
change so that the car is not left there all day. Specially designated short-stay parking
places must be provided for these users if congestion on the access road and/or adjacent
roads is to be avoided. The number of pick-up spaces required will normally be much
greater than the number of drop-off spaces, because passengers can be disembarked and
a car driven away in approximately one minute whereas a waiting vehicle may stay 5-15
minutes before the arrival of the public transport vehicle. (It might be noted that British
Rail looked to provide a total of some 50 short-stay spaces at a typical intercity station
that is used for park-and-ride purposes.*)

5. The park-and-ride interchange must be properly located.

The interchange should be sited so that the catchment area’s road access allows for the
free flow of traffic along ‘natural’ travel corridors. For urban areas with outer ring roads
park-and-ride interchanges serviced by buses are often located where the ring road cuts
the major radial roads leading into the town centre. Ideally, the car park should be located
adjacent to the radial road, preferably on the left-hand side (in Britain) of the approach
into the central area. The access road into the car park should be as short as possible,
and the design of the intersection with the radial road (including any traffic control pro-
vided) should favour vehicles entering and leaving the interchange, particularly during
peak periods.

A not uncommon locational mistake associated with both rail and bus park-and-ride
involves siting the interchange too close to the central area. Obviously, the closer the
interchange is to the town centre the greater the catchment from which it can draw. On
the other hand if it is too close to the town centre the disadvantages to the motorist of
diverting from the main route and changing vehicle will usually outweigh the advantage
of travelling the rest of the trip by bus or rail — unless there is a major congestion point
further in which can be bypassed easily by the public transport vehicle.
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6. The car park must be well designed and supervised.

The interchange car park should be designed to at least the same standard (see Chapter
22) as a town centre car park, if it is to maintain its clientele under inclement weather
conditions. Walking distances should be as short as possible between the cars and the
waiting public transport vehicles. The minimum facilities to be provided include a sub-
stantial weatherproof shelter (which should have seats and be cleaned on a daily basis),
a telephone booth (for emergencies) and lighting (essential for personal security in dark
mornings and evenings). Public conveniences and tourist information should be consid-
ered at larger sites.

If drivers are to be encouraged to leave their cars at long-stay park-and-ride car parks
they must be satisfied that the likelihood of finding them damaged upon their return is
relatively low. Security for the vehicles is therefore critical. It is helped by the car park
being well lit and supervised as well as being designed so that it is hard for vandals to
gain unobtrusive entrance.

7. Ample and continuing publicity must be given to the park-and-ride scheme.
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CHAPTER 8

Planning for pedestrians,
cyclists and disabled people

G.R. Leake

8.1 Introduction

In the past transport planning has tended to concentrate on providing for the needs of
vehicular movement, to the detriment of pedestrians, cyclists and, especially, disabled
people. This has resulted in an imbalance in the provision of quality transport, an imbal-
ance which is particularly serious in view of the importance of walking and the
increased interest in cycling.

It is important to recognise the forces influencing the demand for provision of more
and better pedestrian and cyclist facilities. Undoubtedly one important factor has been
the increased awareness of the environmental problems created by the rapid national and
worldwide growth in vehicle travel, but of equal importance has been the recognition by
many people of the need for physical fitness and the role that walking and cycling can
play in achieving this.

The demand for pedestrian and cycle facilities is influenced by a number of factors,
of which some of the most important are:

1. The influence of topography — Cycling and pedestrian activity, particularly the for-
mer, tend to be at a higher level in flat areas than in hilly ones.

2. The nature of the local community — Cycling and walking are more likely to occur in
a community that has a high proportion of young people.

3. Car ownership — The availability of the private car reduces the amount of walking
and cycling, even for short journeys.

4. Local land use activities — Walking and cycling are primarily used for short distance
trips. Consequently the distance between local origins and destinations (e.g. homes
and school, homes and shops) is an important factor influencing the level of demand,
particularly for the young and the elderly.

S. Quality of provision — If good quality pedestrian and cyclist facilities are provided,
then the demand will tend to increase.

6. Safety and security — It is important that pedestrians and cyclists perceive the facilities
to be safe and secure. For pedestrians this means freedom from conflict with motor
vehicles, as well as a minimal threat from personal attack and the risk of tripping (par-
ticularly important for elderly persons and pregnant women) on uneven surfaces. For
cyclists, there is also the security of the parked cycle at the journey destination.



Identifying the needs of pedestrians, cyclists and disabled people 171

8.2 Identifying the needs of pedestrians, cyclists and
disabled people

Before deciding on the appropriate extent and standard of pedestrian, cyclist and dis-
abled people’s facilities, it is important to assess the potential demand. Here the possible
methods of obtaining such estimates are examined. There are two steps in the process:
obtaining reliable estimates of the existing demand and projecting this demand to a
future design year. Most survey techniques are concerned with the first step.

8.2.1 Manual counts

Manual counts are concerned with counting the flow of pedestrians or cyclists through
a junction, across a road, or along a road section/footway. Because it is important to
determine conflicts with motor vehicles, vehicle counts (by type) are normally carried
out at the same time.

If manual counts are to be useful, they need to satisfy the following:

1. The time period(s) in the day over which the counts are undertaken must coincide
with the peak times of the activity of study (e.g. school trips).

2. The day(s) of the week and month(s) of the year when observations are made must
be representative of the demand. School holidays, early closing, and special events
should be avoided since they can result in non-typical conditions.

3. The survey locations need to be carefully selected in order to ensure that the total
existing demand is observed.

The advantages of manual counts are: they are simple to set up and carry out; and
they are flexible — changes in the agreed survey schedule can be introduced quickly in
response to observed changes in the demand on the site. Their disadvantages are: they
are labour intensive; only simple information is obtained, namely flows over given time
periods (often 5-10 minutes); and no detailed information is obtained on problems
encountered by pedestrians and cyclists, nor on their desired requirements.

8.2.2 Video surveys

Cameras are set up at the selected sites and video recordings taken of the pedestrian
and/or cyclist movements, together with their interaction with vehicles where appropri-
ate, during the selected observation periods. A suitable elevated vantage point for the
camera is important.

Such surveys produce a permanent record of pedestrian and cyclist movements and
their interaction with vehicles. In addition a record of delays and behaviour patterns
(e.g. the reluctance of an elderly person to cross the road) is obtained. From such infor-
mation, for example, pedestrians’ crossing difficulties can be analysed.!

8.2.3 Attitude surveys

The two survey techniques covered briefly above obtain an estimate of what is happening
now. What they do not do, and what they cannot do, is determine the circumstances under
which increased walking or cycling might take place. This requires detailed questionnaire-
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based attitude surveys, often directed at particular target groups such as schoolchildren,
shoppers, disabled people etc. Devising such questionnaires is a skilful task? and requires
considerable expertise if complete, unbiased information is to be obtained.

Such surveys can be carried out at the home (including old people’s homes), at des-
tination points (such as schools, shopping areas, community centres), or during the
journey. The first two alternatives are to be preferred since the interviews can be con-
ducted in a leisurely manner indoors. In all cases it is necessary to obtain an unbiased
sample of the travelling (or potential travelling) population.

Attitude surveys enable complete information to be obtained on why existing trips
are made by the current mode of travel and not by others. In addition they can ascertain
why certain types of trips or certain modes of travel are only made infrequently or not
at all. They can also gather information on what new facilities, or improvements to exist-
ing facilities, need to be provided to divert trips to walking or cycling, or increase the
amount of current pedestrian and cycling activity. Clearly the results of such an exercise
will be an important input into the prediction part of the process.

8.2.4 Prediction of demand in the design year

Once an estimate of the existing demand has been obtained it is necessary to predict
what the demand is likely to be at some future date. This is carried out in two stages.

The first stage is concerned with deciding on an appropriate target or design year.
This will depend on the particular local circumstances and planning context, but for
pedestrian and cyclist facility planning, a 10-year target figure beyond the end of the
planning period is often considered to be appropriate.

The second stage involves predicting the probable level of change in walking and
cycling demand to the design year. In considering this it should be stressed that this is
not a precise process, since the future demand cannot be estimated using carefully
researched and formulated mathematical expressions. All that can be hoped for is that
the estimated flows will be sufficiently close to those which will finally occur so that the
correct decision on the provision of facilities will have been taken.

A number of local factors will influence future changes in demand, and these local
influences will need to be isolated, and their importance ascertained, using local plan-
ning knowledge and judgement, together with any relevant inputs from recently
conducted attitude surveys. Some of the main factors to be considered are:

e planned and anticipated changes in land use developments over the design period,
and hence possible changes in the number of generated trips being made which fall
within the distance ranges normally covered by walking and cycling

e possible changes in the level and cost of public transport provision, together with
constraints on car usage

e changes in the age structure and socio-economic status of the local residents and the
effect of this on car ownership and car usage

e anticipated changes in local attitudes towards walking and cycling as viable/accept-
able modes of travel.

Although, as has been said, prediction is a difficult and imprecise exercise, it is one
that has to be attempted if an acceptable basis is to be established for justifying the need
for any particular set of design proposals.
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8.3 Identifying priorities of need

Since financial resources are inevitably limited, it is always necessary to put plans in
implementation priority order. A number of important considerations have to be taken
into account if the most effective proposals are to be identified and subsequently imple-
mented. Among the most important of these are:

Safety

In planning any transport proposals safety must be of prime importance. Most devel-
oped countries have either specific or implied accident reduction targets at which to
aim. When it is considered that in Great Britain approximately 36 per cent of all road
fatalities and 23 per cent of all road accidents involve pedestrians or cyclists,’ then it is
clear that any proposals which can provide safer facilities for these two traveller groups
will contribute significantly to the achievement of both national and local safety targets.

One way of prioritising is to identify locations (existing and future) where accident
risk is high. To date most risk assessments have been concerned with establishing pedes-
trian risk when crossing the road,* where pedestrian risk was defined as:

Casualties per year x 102 8.1)

Pedestrian risk =
edestrian ns Pedestrian flow per hour

Similar ratios can be established for cycling. From such simple measurements the worst
safety locations for pedestrians and/or cyclists can be identified and prioritised.

Conflict

Accident risk, based on actual accidents, is not the only measure which needs to be
taken into account. Luckily accidents are a relatively rare event at any particular loca-
tion, but conflicts between competing travellers are much more common and often
result in ‘near misses’.

In the UK the Department of Transport (DoT) has set up a formal design procedure
for establishing whether formal pedestrian road crossing facilities are necessary based
on the volume of potential conflicts between pedestrians and vehicles.> %7 The proce-
dure is based on PV?, where P = pedestrian flow (ped/h) across a 100 m length of road
centred on the proposed crossing location, and ¥ = number of vehicles on the road in
both directions (veh/h).

The PV? value is the average over the four busiest hours of the day. A formal cross-
ing is normally justified if the value of P¥? > 10%. The design (or warrant) diagram in
use in Great Britain is shown in Fig. 8.1.

Satisfying policy objectives

The satisfying of any formal transport policy objectives must be an important factor
when identifying priorities. For example, if an important local transport policy objective
is to provide an extensive pedestrian route system aimed at increasing the amount of
walking by elderly and disabled people, then those road crossing points in the vicinity
of concentrations of such groups of people are likely to have a higher priority than those
elsewhere.
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Fig. 8.1 Design warrant for deciding on appropriate formal road crossing facilities in
Great Britain®

Cost effectiveness

Because of the competing demands for finance within the transport sector, all proposals
given top priority on the basis of the above three criteria should be subjected to an appro-
priate cost-effectiveness analysis (see Chapter 4). This would be aimed at establishing the
benefits to pedestrians and/or cyclists resulting from reduced delays, easier movement
and increased safety, and to compare these benefits with possible increased delays
incurred by vehicle occupants and the capital and maintenance costs of construction.

8.4 Pedestrian and cyclist characteristics and
requirements influencing design

It is not the purpose of this chapter to describe and discuss the actual layout design of
pedestrian and cyclist facilities. This is covered in Chapter 25. What is proposed is to out-
line some of the more important user characteristics and requirements which need to
form part of such design layouts. For simplicity coverage will be under three headings —
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pedestrian characteristics and requirements, needs of cyclists, and pedestrian areas. Some
of the more important needs of elderly and disabled people are covered in Section 8.5.

8.4.1 Pedestrian characteristics and requirements
Walking speeds

An important design element, particularly when planning at-grade road crossings, is the
need to provide sufficient crossing time to enable all pedestrians to complete the road
crossing manoeuvre before traffic begins to move. This is an aspect which requires care-
ful local study if the ‘best’ solution is to be provided, and is likely to be both time-of-day
and area dependent. For example, during the morning and evening peak travel periods,
most pedestrians will be physically fit and active, whereas in areas with many old peo-
ples’ homes, there will be significant numbers of elderly and disabled people with lower
walking speeds.

Some research into road crossing speeds® has indicated an average value in the range
1.2 m/s to 1.35 m/s at busy crossings with a mix of pedestrian age groups. However, if
crossings are less busy, then average walking speeds approximating to the free-flow
walking speeds in pedestrian concourses of 1.6 m/s can be expected.’ However, for dis-
abled people a more appropriate value is 0.5 m/s if the needs of most disabled people
are to be satisfied.'

Walking distances

Walking distance is an important design aspect, since the shorter the journey distance,
the higher the probability that it will be made on foot. It has been found that over 60 per
cent of all journeys under 1.5 km are made on foot, and that pedestrian journeys rarely
exceed 3 km in length.!" This means that if walking is to be encouraged, then the dis-
tance between origins (e.g. home) and destinations (e.g. shops) should preferably be less
than 1 km.

The above relates to normal walking distances for active, fit people. The walking
capability of elderly and disabled people is considerably lower. Such limitations in
walking capability are important not only when walking along a footway, but also when
moving about a pedestrian area. It has been argued that any design provision should be
based on satisfying the needs of 80 per cent of the pedestrians within a particular dis-
ability group. If this is accepted then the recommended maximum walking distances
without a rest are those set out in Table 8.1. The presence of steps and uphill gradients
will reduce these distances.'*!?

Table 8.1 Recommended maximum walking distance without a rest by impairment

group'?

Recommended distance limit
Impairment group without a rest (m)
Wheelchair users 150
Visually impaired 150
Stick users 50

Ambulatory without walking aid 100
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Seating

The provision of seating is an important design feature, particularly in pedesﬁ‘ian areas.
Published guidelines on the layout of pedestrian areas!? have specified that:

seating should be in the right place, functional, of robust design, aesthetically pleas-
ing, and have a low maintenance requirement. Two types can be identified:

I3

(a) primary purpose-built seating, e.g. benches and seats
(b) secondary informal seating e.g. steps, planter walls around flower beds etc.

Seating areas should not be affected by or hinder circulation, nor be subject to
adverse microclimatic conditions. They should stimulate social interaction through
their grouping ... They should allow for activities to be viewed, to enhance visual
interest and be sited parallel to major pedestrian flows, especially in narrow street
spaces.

Seating fulfils a distinct role for disabled people, since it provides needed resting
areas. This means that the accessibility range of disabled people can be increased by
ensuring that seating provision is provided within the maximum distances indicated in
Table 8.1. Hence, if the requirements for ambulatory disabled pedestrians with sticks, for
example, are to be satisfied then seating provision should be provided at 50 m intervals.

One further aspect which requires careful consideration is the type and amount of
seating to be provided. It is important that this is based on the results of any local need
surveys as well as on discussions with representatives of local disability groups. The lat-
ter are particularly important since, to satisfy the needs of disabled and elderly people,
different types of seating ranging from conventional seating at a height 420450 mm
above walking surface level, to narrow perch seating 800 mm above surface level, will
be needed.'

8.4.2 Needs of cyclists

Cycling has played an important part in the transport system in the past and no doubt
will continue to do so. Therefore, it is important that the future needs of cyclists are
identified and appropriate resources allocated.

The main objectives relating to the provision of new or improved cycle facilities can
be summarised as follows:’

® to encourage increased cycling activity by providing facilities which give increased
convenience, comfort and safety to cyclists

e to minimise direct conflict between cyclists and vehicles, especially at busy roads and
junctions

e to ensure that where there are significant numbers of cyclists (e.g. in residential
areas), traffic speeds are kept low.

There are a number of design principles influencing the location of a cycle route which
need to be taken into consideration. The most important of these are:

e routes should be located to maximise demand
e routes should be as direct as possible to minimise travel distance
e segregated cycle routes should have frequent access points onto the local road system



Pedestrian and cyclist characteristics and requirements influencing design 177

e steep gradients should be avoided, where possible

e routes on high and open ground in windy, wet or icy conditions are unpopular with
cyclists and should be avoided

e segregated routes are preferable, for safety reasons, because of the absence of motor
vehicles.

If cycling activity levels are to be increased, then it is important not only to provide
good facilities but also to ensure that as many journey destinations as possible are less
than 5 km in length, the normal maximum length of cycle journeys.!' Furthermore, it is
essential that gradients are not excessive. Normally they should be no greater than 4 per
cent. However, they may be greater than the above for short distances (e.g. where a cycle
route rises out of a subway). Such gradients may be as high as 5 per cent but over dis-
tances no greater than 100 m, or 6.7 per cent for distances no greater than 30 m.'*

Finally, cycle parking racks must be conveniently located, easy to use, plentiful in
supply and secure from theft if cycling is to be encouraged.'®

8.4.3 Pedestrian areas

Many areas (such as central and district shopping areas) and streets (such as residential
streets) experience considerable pedestrian/vehicle conflict with its attendant accident
risk, traffic noise, air pollution and visual intrusion. The introduction of pedestrian areas
overcomes these problems by creating

an environment which respects a human rather than a vehicular scale. However, to be
successful, such schemes require satisfactory provision to be made for local and
through traffic and for public transport and parking, including in particular the access
needs of mobility handicapped people. Access for servicing of premises in the
restricted area must also be provided ... [Pedestrianisation] options range from full
pedestrianisation, with total vehicle exclusion, to partial ... pedestrianisation, with
some or all vehicles excluded to differing degrees, at different times of the day, or on
different days of the week.’

One potential adverse effect of pedestrianisation, particularly in the larger schemes,
is the lengthening of the walking distance between car parks and public transport stops,
which normally will be located outside or on the fringe of the pedestrian area, and the
destinations within the area that people want to reach. This can create serious problems
for elderly and disabled people and these need to be identified and appropriate solutions
prepared, including seating provision.

The design of pedestrian areas' is a difficult and complex one if the diversity of all
the user and trader demands are to be met satisfactorily.

8.5 Special needs of elderly and disabled people

Some of the special needs of elderly and disabled people relating to walking speeds,
walking distances and seating provision have already been covered. However, these
groups have a number of other special needs, the most important of which are discussed
below.
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8.5.1 Ramp gradients

Long steep ramps are very tiring and difficult to use, particularly for wheelchair users.
Ideally a ramp gradient should not be greater than 5 per cent, and in no circumstances
greater than 8 per cent.!”'® To aid wheelchair users, as well as other elderly and disabled
users, handrails should be provided on both sides, whose dimensions can be found in
Fig. 8.2. Flat rest platforms should be provided at intervals of 10 m on the steeper ramps
for wheelchair users, and should be at least 1350 mm long.

8.5.2 Steps

The recommended design of steps, together with the associated handrail which should
be provided on both sides, is shown in Fig. 8.2.1

Blind and partially sighted people often have problems at steps. Consequently there
should be an area of textured paving at both the top and bottom of a flight of steps to alert
them to its presence. The top and bottom of a flight of steps should always be well lit.

8.5.3 Street furniture

Any piece of street furniture (including seating) is a potential obstruction and needs to
be located away from pedestrians’ main movement paths. To help visually impaired peo-
ple, the colour of any street furniture should contrast with surrounding objects,
particularly the walking surface and building frontages.

45 mm Diameter 35 mm for support rails
pre[grrea/‘ts.-"f!(} mm for stair handrails

1
Alternative handrails | ! EI g?erfg?:ed /

positive end-stop ‘

and return-to-wall

< |
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1200 x 1200 mm min
(1800 mm length preferred)

Total rise between

) | resting places not
contrasting colour | o eater than 1200 mm
300 mm tread

130 mm preferred riser
(100 min/150 mm max)

6 mm radius nosing

Coloured tactile surface
at top and bottom
of stairs

Fig. 8.2 Step and handrail dimensions™
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Special design features can be provided to indicate the presence of street furniture.
For example, features such as seating and telephone kiosks can be located in small
groups, with the walking surface being a different colour and/or texture to the adjacent
movement areas.'

A particular problem to blind and partially sighted people is caused by ‘tapering
obstructions’ such as spaces below steps and ramps. Protection from such obstructions
can be provided by a tap rail, raised kerbs or textured surfacing.

8.5.4 Walking surface quality

Many disabled people have severe problems when walking along poorly maintained
footways and pedestrian areas. It is, therefore, important to establish a regular monitor-
ing and maintenance programme to ensure that the quality of the walking surface is kept
to a high standard. It is also important to ensure that the walking surface provides a good
grip under wet weather conditions.

8.5.5 Information needs

It is essential that the particular information needs of elderly and disabled people are
recognised and provided for. These are of two kinds: directional information in order to
reach a specific destination; and information on when it is safe to cross the road.

Directional information is supplied by signing. However, since travel distances have
to be minimised for elderly and disabled people and since potential obstructions to
movement (such as kerb upstands) have to be avoided, the required route information
has to be provided at frequent intervals and using signs which are clearly understood and
easily seen. The directional information should focus on important destinations such as
major shops, banks, libraries, car parks, bus stops and toilets, and be signed with a
‘wheelchair’ symbol to indicate that the route can be followed by all disabled people.

Research is continuing into the design of suitable embossed area maps and mobility
aids to help blind people determine where they actually are and the direction in which
they need to go to reach a particular destination.?’

To aid blind and visually impaired people when crossing the road at signalised cross-
ings, audible and tactile signals have been introduced to complement the tactile
surfacing.?"? Two audible signals are available — one for staggered pelican crossings
and a different one for single pelican crossings and traffic signals. Audible signals are
activated when it is safe to cross.

The standard tactile signal is a small cone which protrudes from the underside of the
standard push button box at signalised crossings, and rotates when the green pedestrian
signal shows, thus allowing visually impaired pedestrians to ‘feel’ when it is safe to
Cross.
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CHAPTER 9

Technologies for urban, inter-
urban and rural passenger
transport systems

G.R. Leake

9.1 Introduction

Although car ownership has risen significantly over the last few decades in developed
countries, and is set to continue to rise, there will always be a large number of people who
will not have access to a car and who will therefore be dependent on some form of pub-
lic transport if their mobility needs are to be met. At the same time it is generally accepted
that even if people do not have access to a car because they are too old (or too young),
cannot afford to buy one, cannot drive because of illness, or simply because the car is
being used by another member of the family, Government (whether national or local) has
a duty to ensure that they have access to the fullest range of available activities.

Changes in our lifestyle and land use development patterns have increased our
reliance on

mobility to access opportunities for employment, shopping, education, health, leisure
and recreation ... Collectively, it means that there is an ever-growing demand for
movement. Much of this increase is arising outside conventional peak periods, in
areas previously unaffected by congestion or as a result of non-work trips. [In addi-
tion,] encouraging the use of public transport by all sectors of the community will
help to ensure its availability to those who have no other choice.’

One further important aspect is the role of transport planning. This has been dis-
cussed already in detail, but there are some aspects relevant to public transport provision
which need to be emphasised. Generally, movement is a means to an end, not an end in
itself. In other words people move about in order to carry out pre-determined activities
at the locations where those activities can take place (e.g. a shopping trip to a retail cen-
tre). As was pointed out by Buchanan there is a strong relationship between land use
planning (or town planning) on the one hand, and transport planning on the other.2 Thus
transport planning cannot be considered in isolation, but undertaken within the wider
perspective of land use planning.

The various travel modes constituting the transport system are interrelated.* Hence
changing the level of service on one mode (e.g. providing improved facilities for the
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private car) has an impact upon the others. Thus one of the oft stated objectives of trans-
port planning is to produce a plan which results in the best balance between all the
available travel modes so that the movement demands of al/ sections of society can be
met. An important question always to be answered is ‘what is meant by the best?’

Any discussion about the need and role of public transport must take place against
the above background. Since this will vary by type of journey, for convenience it is pro-
posed to consider it under three headings: urban travel, inter-urban travel and rural
travel.

9.2 Role of passenger transport systems in urban and
non-urban areas

9.2.1 Urban travel

In urban areas there are five main passenger transport modes available: walking, cycle,
motorcycle, private car, and some form of public transport. As discussed previously
(Chapter 8) walking and cycling are for short distance journeys, especially the former.
If motorcycle activity is recognised as catering for a relatively small proportion of trips,
then the main competition between modes in urban areas lies between the private car
and some form of public transport.

In looking at the role of urban public transport it is useful to consider the types of
journey that take place. This can be done by considering an urban area to consist of three
levels of trip end generation/attraction: high density (e.g. central area, large airport),
medium density (e.g. high-density residential or industrial development) and low density

(e.g. low-density suburban housing).
With this arrangement, six types of urban journey can be identified, as set out in Fig. 9.1.

Key

BB High density
B vedium density

|
11

Low density

Fig. 9.1 Different types of urban journey

A (high-high)

This journey type has high concentrations of potential travellers at both ends of the jour-
ney. This means that the journey requirements can be met most satisfactorily by a high-
capacity transport mode with good access/egress facilities at both ends. Some form of
public transport satisfies these conditions.



Role of passenger transport systems in urban and non-urban areas 183

B (medium-high)

This journey type has less concentrated journey densities at one end. A strong argument
can still be made for some form of public transport, but there is a greater problem of
picking up and dispersing people in the medium density areas.

C (low-high)

This type of journey typifies the ‘journey to work’ problem. At the high-density end, a
high-capacity, low space-demand mode (such as some form of public transport) is
required, while at the other a mode having good pick-up and distribution characteristics
is needed, of which the private car is the best for those who have one. Opportunities for
public transport fall into two heads: some form of bus operation, or park-and-ride,
linked with a fast, reliable and segregated form of public transport.

D (medium-medium), E (low-medium), and F (low-low)

With the lower concentrations of journey origins and destinations, the private car is the
most effective means of satisfying traveller requirements, especially for journey types E
and F. However non-car travellers have to be provided with public transport, and this
clearly creates level of service, as well as economic, problems.

The above scenario suggests that an effective and economic role for public transport is
only feasible for journey types A, B and C, and that for journey types D, E and F it is
unlikely to be particularly efficient even though it has to be provided. The above dis-
cussion also reinforces the role of land use planning, since it indicates that if public
transport is to play an effective role then high- or medium-density developraents are
needed, and this is a land use planning activity.

So far the discussion has centred on a simplified and somewhat idealistic scenario, and
one which has assumed that car owners would be prepared to forego using their car and
transfer to public transport. However, since most people who have a car available will use
it, transfer to public transport will only take place if there are perceived advantages to the
individual. This is most likely to occur if travel by car has become difficult, costly and
unreliable. Therefore, before proceeding further, it is necessary to examine the existing
urban travel situation, particularly that occurring during the peak travel periods.

As discussed in Chapter 1, as car ownership has increased, more and longer journeys
have been made by car and fewer by public transport (in the UK conventionally by bus).
Reduced travel by public transport means reduced revenue to the operators, who then
reduce the service frequency, or increase the fare, or both. This leads to the loss of more
passengers and increased travel by car. More car travel means more road congestion
which makes travel by bus even slower and more unreliable, thus further encouraging
car travel. Thus the downward spiral of bus public transport usage continues (Fig. 1.5).

However, increasing car travel has created a number of serious detrimental conse-
quences, of which the three most important are:

Traffic congestion

This is a phenomenon which is to be found in most urban areas and is increasingly occur-
ring at times outside the normal commuter peak periods of travel. The effects of this
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expanding traffic congestion include not only lost economic output, but also increased
noise and visual pollution, diversion of traffic onto unsuitable roads as drivers attempt to
find alternative routes to avoid the congestion (often through residential areas), increased
journey times and journey unreliability, and unacceptable driver stress and frustration. In
addition this congestion, as already indicated, impinges adversely on the level of service
that can be provided by bus public transport (but paradoxically can make rail-based pub-
lic transport more attractive), and is impossible to eliminate, physically and
economically, by providing the necessary additional road and parking capacity.

Energy consumption and air pollution

Cars consume a finite fossil fuel, petroleum, and although manufacturers are continually
developing more efficient engines, the relative energy consumption of different travel
modes favours public transport, as shown in Fig. 9.2. Greater use of public transport rel-
ative to the car will help to conserve this vital resource.

A second important consideration is the additional air pollution resulting from
increased car travel. It has been ‘estimated that 88 per cent of CO, emissions, 48 per cent
of NOx and 37 per cent of volatile organic compounds emanate from road vehicles.
Catalytic converters which help to reduce these emissions are less effective on short
urban journeys and do nothing to reduce the CO, emissions which are contributing to
global warming’.! Clearly this is an important issue which needs to be tackled urgently
if the health of people, as well as the planet, is to be safeguarded.
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Fig. 9.2 Relative energy consumption of different travel modes (based on reference 1,
amended)

Safety

With increasing car travel, there is a greater risk of accidents, particularly to vulnerable
users of the road system such as motorcyclists, pedal cyclists and pedestrians (see
Chapter 18). Greater use of public transport would have significant safety advantages.
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It can be concluded that although car travel has brought many benefits to urban resi-
dents, it has already reached such a level that severe congestion extends beyond the
traditional morning and evening peak periods, and is resulting in ever increasing and
unreliable travel times. Thus it seems probable that if a satisfactory and reliable public
transport service were to be introduced, for many journeys a transfer from car to public
transport could be anticipated, and that this will become even more likely in the future
as further increases in car ownership cause a further deterioration in the situation.

9.2.2 Inter-urban travel

In the UK long-distance or inter-urban travel is defined as journeys over 40 km in length.*

A reasonably comprehensive picture of the inter-urban travel market in Great Britain
was obtained in the Long Distance Travel Survey conducted between 1973 and 1980.
This showed that only a relatively small proportion of person journeys (3 per cent) were
longer than 40 km and that this was as low as 1 per cent for shopping journeys, 8 per
cent for work journeys, but as high as 28 per cent for holiday travel. Table 9.1 shows the
number of long-distance person journeys by purpose and travel mode. It shows the pre-
dominance of rail and car travel for work journeys.

Table 9.1 Percentage of long-distance trips by main mode of transport and trip pur-
pose, Great Britain 1979-80 (based on reference 4, amended)

Trip purpose
Mode To and from work In course of work Non-business Total
Rait 36 12 14 20
Bus/coach 2 2 8 7
Car 51 84 75 68
Air (domaestic only) - 2 - -
Employer’s bus etc. 1" - - 3
Other modes 1 1 2 2

The overall picture outlined in Table 9.1 indicates that car travel predominated with
68 per cent of the total market, but with significant contributions from rail at 20 per
cent and coach at 7 per cent. Except for work journeys, air travel was relatively unimpor-
tant, primarily because of the cost and the low distances (generally less than 350 km)
between the major urban centres.

The two principal inter-urban public transport modes in the UK are rail and coach.
Both modes normally have terminals in or adjacent to town/city centres and hence are
readily accessible to most travellers. But rail, having its own segregated right of way, is
immune from delays extraneous to its mode of operation, whereas coach is liable to be
caught up in the increasingly occurring traffic delays. Although coach journeys are usu-
ally cheaper, they take longer and their journey times cannot be guaranteed. By a similar
argument, car travel is also becoming more unreliable, as well as more stressful for the
driver. Hence any improvements to the level of public transport service, coupled with
any lowering of cost, will make it more attractive.
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9.2.3 Rural travel

Rural areas are characterised by low-density development. Closures of rural rail branch
lines, together with a reduction in the network coverage and service frequency of rural
bus services, have created a situation where the possession of a car is considered to be
essential, even though it can result in considerable financial hardship to families on low
income. Indeed many families are obliged to buy two cars in order to enable the travel
needs of all the family to be satisfied.

In rural areas the travel problems of elderly people, and those without a car, become
acute because of the greater distances involved and the greater scattering of facilities
such as shops and schools. However, as car ownership has increased, the scale of the
problem has tended to decrease, but for those people unable to drive or without a car
available for use at particular times the problem has worsened, as the difficulty of pro-
viding economic public transport services in a shrinking market has increased, resulting
in a reduction in mobility and quality of life.

Attempts have been made in some rural areas to improve the standard of provision of
public transport services by introducing unconventional transport such as postbuses.
These will be considered later in this chapter.

9.3 Desired characteristics of public transport systems

As will have become clear from the previous discussion, the main competition to pub-
lic transport for all three types of travel (urban, inter-urban, rural) is the private car.
Hence if public transport usage is to increase, then it must have some operational char-
acteristics which give it advantages over the car in the particular situation in which it is
to be introduced or improved. In brief, the desirable characteristics can be summarised
as:

Convenience

e The service needs to go to the destination(s) that travellers wish to reach, preferably
without the need to interchange.

e The service frequency must be high enough to ensure that wait times are acceptably
short.

e The service must be reliable, i.e. the scheduled arrival times and scheduled line-haul
times must be consistently maintained.

e The door-to-door journey time must be comparable/competitive with that of the car.

e The public transport vehicle must be comfortable, with adequate seating for those
who need it, and acceptable standing passenger densities during peak periods.

o The vehicle must be clean and easily accessible for all members of the travelling pub-
lic, especially elderly and disabled people.

e Stations/stops should be well designed, have good waiting facilities, be protected
from the weather, within easy walking distance for most potential users, and provid-
ed with feeder or park-and-ride facilities if necessary.

e Any interchanging should be undertaken without the necessity of having to change
level (i.e. no steps) and should involve short distances.

@ Pedestrian access routes to stations/stops should be attractive, well lit and well
maintained.
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Image

In the view of many people public transport, especially the bus, has an old-fashioned,
antiquated, run-down image. This needs to be reversed, and improvements in the fol-
lowing aspects would go some way to doing this:

e seat comfort, the amount of leg room, and the noise level within the vehicle

e quality of ride and smoothness of acceleration and deceleration

o the design of the vehicle to give the impression that it is part of a modern, well-run
service

e overall impression created by the design and upkeep of the stations/stops, which
should be clean and free of damage and graffiti

o attitude and helpfulness of the staff.

Information

This is of vital importance if the system is to be perceived as being user friendly. There
are several significant aspects:

e Details of service frequencies, times and fares (by route) should be readily available,
clearly presented, and kept up-to-date.

e ‘Real-time’ information should be available at stations/stops, giving current informa-
tion on actual running times and the time of arrival of the next vehicle.

e Details of any pre-booking arrangements should be clearly presented.

Security

e All travellers should feel safe when using public transport. This problem is accentu-
ated by the fact that many stations, and all bus stops, are not staffed.

e Public transport facilities, including access routes, should be well lit and continually
monitored by closed circuit TV to help reduce the risk of personal attack, and at the
same time to induce the feeling of being safe in the mind of the traveller.

9.4 Urban, inter-urban and rural technologies

It is not the purpose in this chapter to determine what kind of public transport facility
would be appropriate in a particular situation and what level of provision would be
needed. This would be an output from an in-depth land use/transport study. What is pro-
posed, however, is to outline the main features of some of the public transport
technologies which currently play a part in providing a good transport system and at the
same time help to alleviate the deteriorating environmental situation. A chart of those to
be included is presented below.

Bus-based systems Track-based systems Unconventional transport facilities
Conventional bus Light rail Those which are applicable for use
Guided bus Metros in rural areas

Conventional rail
Monorail
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9.4.1 Bus-based systems

Conventional bus

Although the particular design, internal layout and seating capacity of the conventional
bus varies between make of bus, there are legal limits in the UK: maximum length of 12 m
and maximum width of 2.5 m.

Bus vehicles typically take one of four forms. First there are the standard single-
deckers of length 10-12 m and a seating capacity of around 50. Secondly there are the
double-deckers which are typically about 10 m long and with a seating capacity of
around 75. Thirdly there are the articulated single-decker vehicles, which are rare in the
UK but more common on the continent with a length of around 16 m and a high pro-
portion of standees to give a capacity of over 100 passengers. And finally there are the
minibuses which have a length of up to 7 m and a seating capacity typically ranging
from 16 to 20 passengers.

Normal bus service operation is too well known to require detailed description. Bus
stops are located at appropriate intervals along the bus route at which passengers board
and alight. Some shelter (with seating) may be provided, but many stops are fully
exposed to the weather. Some limited timetable information may be provided at the stop.
With bus stops at street level, passengers have to negotiate steps into and out of the bus.
For disabled and elderly people, and people with pushchairs or luggage, this can cre-
ate problems, especially as many entrances are narrow, as well as increasing the wait
time for the bus at the stop. Fare collection by the driver also increases the wait time
for the bus.

Since conventional bus services operate on-street they suffer from any congestion
delays, thus leading to unreliable service timings, bunching of buses (a bus running behind
schedule will have to pick up more passengers and hence will be stationary at the bus stop
for a longer time; the following bus will have fewer passengers to pick up, and hence will
‘catch up’ on the leading bus), and hence a less attractive service to travellers.

In conventional bus operation the actual location of the bus stops is of importance.
Immediately two conflicting considerations become apparent which need to be
resolved: the bus operator wishes to locate them close to junctions, since pedestrian
concentrations often occur at such locations; the highway authority wishes to locate
them away from junctions because of their adverse effect on junction capacity and
safety (obstruction of sight lines).

A number of simple guiding principles can be laid down governing the location of
bus stops.

1. They should be located at/near places of pedestrian concentration. In particular they
should be close to any designated homes for elderly people.

2. They should be positioned where they will not cause a safety hazard and where dis-
ruption to other traffic will be minimised.

3. They should be located on the exit side of a junction, preferably in a busbay. This has
particular advantages if there is a right-turning bus route entering from a side road.

4. The positioning of the bus stop should not obstruct any accesses to adjacent properties.

5. Bus stops should be located preferably where busbays can be provided. However, in
urban areas it will not always be possible to provide the standard dimensions (see
Chapter 19) because of lack of space. In such cases there are usually advantages in
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providing the best possible layout, adopting the principle that ‘something is better
than nothing’.

6. Wherever possible, footways adjacent to the bus stop should be sufficiently wide
(3 m minimum) to prevent queuing passengers obstructing other pedestrians. Where
a bus stop is associated with a formal pedestrian crossing (zebra, pelican), it should
be located on the exit side of the crossing.

7. Often it will be advisable to prevent on-street parking in the vicinity of a bus stop.
This not only ensures that passengers are visible to oncoming traffic, but also that
buses can stop close to the kerb.

One important question on which guidance is also needed is the desirable spacing
between bus stops. Clearly this will be affected by the type and arrangement of land uses
within the ‘catchment area’ of the stop, the local topography, and the acceptable walk-
ing distance. It has been indicated* that the total door-to-door journey time is minimised
with a bus stop spacing of around 550 m.

As mentioned earlier, conventional bus services use the same road space as other
vehicles and hence are subject to congestion delays which reduce their level of ser-
vice. Bus lanes, which can be with-flow or contra-flow, can be introduced to enable
buses to bypass slow-moving or queuing traffic.® These are created when part of the
available road width is allocated for the use of buses for all or part of the time (see
Chapter 24).

Roads may be constructed for the exclusive use of buses (busways), and may be at
ground level or elevated. The former are cheaper but have the disadvantage that they cre-
ate a barrier to other movements (including pedestrians) which need to cross them, and
since buses would normally be given signalled priority over other traffic at junctions this
also results in some increase in traffic delay. These disadvantages do not occur with the
more expensive elevated alternative.

Bus services on exclusive busways avoid the delays to services operating on the ordi-
nary road network, and can be readily linked with residential, industrial and shopping
areas with normal bus operation. Further details are given in Chapter 24.

To reduce busway costs and land take, a guided bus system may be preferred to con-
ventional busways which rely on manual steering of the buses. This is taken up in the
following section.

Guided bus
A guided bus

is a form of dual-mode system (also seen as an alternative to Light Rail systems)
designed to enable a conventional bus to operate on both ordinary roads and special
guideways. The system seeks to combine the advantages of buses, in offering direct
services from suburban areas without interchange, with those of a rail vehicle, in pro-
viding an efficient, high capacity level of service along major radial corridors.®

Guided bus systems can be separated into two main groups — those with track guid-
ance and those with electronic guidance. With track guidance the bus is mechanically
controlled by direct contact with track guide rails. The simplest form (illustrated in Fig.
9.3a) relies on vertical guide rails to direct the front wheels of the bus. A typical track
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Fig. 9.3 (a) Mechanical guidance system on guided bus, and {b) minimum right-of-
way for guided and conventional busway®

cross-section is shown in Fig. 9.3b. This shows that a guided system requires a two-way
track which is 1.1 m narrower than a conventional busway. The vertical faces of the
guide rails are 0.18 m high.

With electronic guidance the bus is steered electronically by a buried wire in the
track. One advantage with such guidance systems is that the track is flush with the adja-
cent roadway, as compared with track guidance where there is a height difference of
0.18 m, and hence does not cause a physical barrier to any transverse movement
(whether pedestrian or vehicular).

To date few guided bus systems have been implemented.”®° Hence little operational
experience is available to help planners determine the advantages that a guided bus sys-
tem might have over a conventional busway, or alternatively a light rail system, in a
particular situation. Nevertheless it is important to attempt to determine the conditions
under which guided bus systems could be worthy of in-depth consideration. This has
been attempted by Read ef al.® After commenting that ‘in many situations guided bus
will prima facie be preferred to a conventional busway’, they proceed to examine the
effect that a large number of stops, coupled with high passenger flows, would have on
the efficiency and effectiveness of guided bus operation. They conclude that ‘guided bus
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technology is better suited ... in a limited-access corridor ... . To perform best the sys-
tem needs a separate, mostly uninterrupted right-of-way. It would not be effective in a
busy residential or shopping street with frequent side roads, main road junctions, pedes-
trian crossings and bus stops.’

Three important, but restricted, situations were identified where a guided busway
might be appropriate: former railway corridors; relatively straight road central medians,
with few road intersections; and whetre new tunnel or elevated construction was being
considered.

9.4.2 Track-based systems

There are four main types of tracked system: light rail transit (LRT), metropolitan rail-
ways (Metros), suburban railways and inter-city rail.

LRT can be defined as a system which ‘uses a right of way which is physically seg-
regated from other traffic over all or most of its length, but may have sections with
controlled level crossings and may share some sections with road traffic’.'® Metros
always operate on segregated rights of way. They resemble, to some extent, the LRT sys-
tems but trains are longer and they carry higher passenger numbers. Because of this
stations are longer and the whole system more costly than LRT. Metro systems (e.g.
Paris Metro) may be rubber tyred.

Suburban railways typically form part of a national railway network. Station spacings
are greater than for Metros and hence operating speeds are higher. At the top end of the
service provision are the inter-city services. These operate at average journey speeds of
160250 kmv/h and offer the highest level of service, comfort and reliability. It is not pro-
posed to consider these high-level services in detail.

Some typical comparisons between LRT, Metros and suburban railways are outlined in
Table 9.2. In terms of passenger carrying capacity the relative position of LRT, compared
with conventional bus and other types of railway operations, is illustrated in Fig. 9.4.

Table 9.2 Comparison between LRT, Metro and suburban railway systems (based on
reference 10, amended)

LRT Metro Suburban rail
Operational characteristics
Maximum speed (km/h) 70-80 80-100 80-130
Operating speed (km/h) 20-40 25-60 40-70
Reliability High Very high Very high
Vehicle characteristics
Vehicles/train 1-4 1-10 1-10
Vehicle length (m) 14-32 16-23 20-26
Passengers/vehicle 200 250 180
Other
Station spacing (m) 300-800 500-2000 2000+
Average journey length Short to Medium to Long

medium long




192 Technologies for urban, inter-urban and rural passenger transport systems

Maximum carrying capacity
(persons/direction/h)

Station spacing (km)

Fig. 9.4 Maximum pasenger capacity of different public transport systems'

Light rail

As indicated above LRT (light rail) may not be fully segregated from road traffic.
However, if segregation is introduced, or priority given to LRT at road junctions, then
speed and service reliability are increased.

LRT uses steel wheel on steel rail and operates on track at the standard 1435 mm
gauge. Vehicles may be single or articulated and are electrically powered with the power
normally being collected from an overhead wire at 750 V. Overhead power collection is
required for all on-street working. Vehicles are normaily manually driven, although
automatic operation is possible if the system is fully segregated.

LRT vehicles have a wide range of design layouts. Typically they are between 25 m
and 32 m in length (although a few designs are longer) and with a width between 2.3 m
and 2.7 m."" Although vehicles can be linked together to form trains of 2—4 vehicles,
normal operation, particularly with on-street running, is planned around single vehicles.

In recent years the big revolution in design has been the extensive introduction of
low-floor vehicles. These have considerable access advantages for passengers when
running on-street. In addition to these low-floor vehicles (floor level 160420 mm above
rail top), there are also middle-floor vehicles (floor level 440—530 mm) and high-floor
vehicles (floor level 870 mm). Vehicle costs tend to increase with decrease in floor
height. High-floor vehicles, in addition to being cheaper, are to be favoured when LRT
is operating on the same track and using the same station platforms as suburban rail-
ways.

An LRT vehicle is shown in Fig. 9.5. Typically such vehicles have seating for 7080
passengers, plus allowance for up to 130 standing passengers at peak periods.

Station spacing for LRT operation is a function of three parameters: land use devel-
opments within the station ‘catchment area’; whether park-and-ride is to be an integral
element in providing access to the station; and the required operational (commercial)
LRT journey speed. The distance between stops generally lies between 250 m (excep-
tional) and 1 km. The greater the distance between stations, the higher the LRT journey



Urban, inter-urban and rural technologies 193

>
e [ | (2] & &) e [ zaleza G

Fig. 9.5 Typical LRT vehicle layout"

speed but the lower the number of potential passengers within ‘easy’ walking distance.
The relationship between maximum speed (usually 80 km/h), operating speed and sta-
tion spacing is shown in Fig. 9.6. For a typical station spacing of around 500 m, the
operational speed would be 30 km/h.

It is important that all passengers have easy station and vehicle access and egress.
This not only makes travel by LRT more attractive, especially to elderly and disabled
people and those with pushchairs and luggage, but also ensures minimum vehicle stop
time at the station and hence higher service operational speeds. In order to achieve this,
wide automatic doors (usually four in number) are provided on each vei.icle, together
with floor-level access off the station platform. The advantage of this for travellers in
wheelchairs, in particular, will be obvious and is illustrated in Fig. 9.7(a).

1600 m
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Distance between stops

Commercial speed (kmvh)
P
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Fig. 9.6 Relationship between operating (commercial) speed, station (stop) spacing
and maximum speed™
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Fig. 9.7 (a) Floor level vehicle access, with (b) tactile paving defining the platform
edge and door position?®

Another important consideration, if use by blind and partially sighted people is to be
encouraged, is to ensure that the edge of the platform is adequately defined and that they
can position themselves on the platform opposite the doors. This can be accomplished
by using two types of tactile paving, as shown in Fig. 9.7(b).

It is also important to provide well defined stations, particularly in those areas where
on-street running is in operation (e.g. in a pedestrian area). These should provide ade-
quate platform width to accommodate the anticipated peak passenger numbers, have
platforms at vehicle floor level, be relatively unobtrusive, and be easily accessible to all
potential passengers irrespective of their age and physical condition.

All platforms should be accessed by a low gradient ramp (not more than 5 per cent
to allow easy wheelchair access), and possibly steps as well. One of the attractions of
low-floor vehicles is that the platforms are also low with short ramp lengths, an impor-
tant design feature for on-street working.

Access to station platforms on segregated rights-of-way or in pedestrian areas does
not usually pose a problem.'> However, if LRT is being provided in a central reserva-
tion, then passengers have to cross traffic in order to reach the platforms. In such cases,
the pedestrian movement has to be controlled by signals. In addition the platforms will
often be staggered, as shown in Fig. 9.8, in order to keep the station within the width
limits of the central reservation.

The usual type of construction is conventional standard gauge (1435 mm) ballasted
track for segregated off-street operations. However, for on-street running this is unsatis-
factory, and some form of grooved rail is used. A typical example of such construction
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is shown in Fig. 9.9.1 The rails are embedded in grooves in the continuous concrete
track bed using a polymer material. This method of construction obviates the need for
mechanical rail fastenings, acts as a shock absorber which reduces vehicle vibration and

noise, and improves passenger comfort.
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Any public utilities (e.g. gas, electricity) should be diverted from the line of the pro-
posed route before construction of the track. This ensures that the LRT service will not
be disrupted when public utility repairs have to be carried out.

One of the positive attractions of LRT is that it can cope with gradients of up to 6 per
cent and negotiate radii as low as 25 m."* This means that, if necessary, the alignment can
follow close to existing ground level (with considerable savings in capital cost) and be
constructed in existing urban areas without the necessity of extensive (or even any)
property demolition.

Metros

Metro systems have many elements in common with LRT and some of the design issues
considered above when discussing LRT are equally applicable, such as access to stations
and the relationship between station spacing and operational speed. However, there are
also differences, and some of the more important of these are set out below.

e Unlike LRT, which normally operates as single vehicle units, Metro systems (e.g. the
London Underground) operate in trains, often of six or more vehicles.

e Since Metro systems are completely segregated, the track can be constructed on con-
crete sleepers set in conventional deep stone ballast. In tunnel or elevated track
sections, however, concrete block sleepers set in concrete will be used.

e The single vehicles are usually smaller than LRT vehicles, and normally have high
floors.

® Although most Metro systems utilise conventional steel wheel on steel rail, some sys-
tems (e.g. the Paris Metro) have rubber tyres. With rubber tyre operation the support
wheels do not provide guidance. This is done by small horizontal rubber-tyred wheels
bearing against vertical guide rails. For operation through switches, steel wheels are
provided as well as conventional steel rails which are raised to come into contact with
the steel wheels. Thus, through switches, guidance and support is via the steel
wheels. It should be noted that steel rails are provided throughout the alignment to
provide vehicle support should a tyre deflate.” Rubber tyred trains result in slightly
less noise and vibration than those with steel wheels.

@ Metro stations will have many features in common with LRT stations located on seg-
regated track. The two main differences are that they are longer because of the longer
trains, and they will have high platforms.

Conventional rail

Conventional heavy rail systems are typical of existing suburban and inter-city services,
although the type of rolling stock and the quality of service will differ between the two.

Conventional rail systems have steel wheel on steel rail, have heavy rolling stock
vehicles, are to be found in trains of two or more vehicles, are completely segregated
from road traffic, have high vehicle floor heights, have widely spaced stations which
creates the need to provide access facilities (e.g. park-and-ride, feeder bus) and operate
at high speeds (especially the inter-city services).

As has been indicated,'® ‘In recent years few urban areas have been able to contem-
plate introducing totally new heavy urban rail systems. The capital costs tend to put such
systems out of financial reach of all but the most economically prosperous areas: the
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disruption to the urban fabric envisaged during construction can cause powerful objec-
tions on environmental grounds.” Thus it is clear that the future role of heavy rail will lie
with suburban and inter-city services and that future changes will concentrate on reduc-
ing journey times and increasing traveller comfort by a combination of improvements to
the track alignment and the vehicle stock.

If conventional heavy rail services are to be successful, then passengers have to be
able to get easily and reliably to the more widely spaced stations. Since few potential
passengers will be within walking distance, access has to be provided by feeder bus, and
park-and-ride (including kiss and ride).

Feeder bus services, if they are to be satisfactory, must be reliable so that a traveller
can guarantee arriving at the station in time to catch the train. The implementation of
park-and-ride (including kiss and ride) can be an important element in improving the
accessibility of widely spaced stations. Furthermore, as has been indicated,'® ‘greater
use of public transport could be encouraged by the provision of park-and-ride facilities’,
and that park-and-ride is ‘one means of easing interchange between modes and inte-
grating private and public transport’.

However, if park-and-ride is to be successful (see also Chapter 7), then a number of
key issues have to be addressed, of which some of the more important are:

e providing sufficient space for the estimated number of park-and-ride car parking bays
and ‘kiss and ride’ waiting areas

e ensuring that congestion at entrances and exits does not occur, even with large
numbers of travellers arriving or departing over short time periods

e providing facilities which are usable by elderly and disabled people

e charging policies for using the park-and-ride facilities which encourage, rather than
discourage, use

e security.

Monorail

There is little evidence to suggest that monorail systems have inherent economic and
operational advantages over wheeled systems. However, they do have novelty value, and
hence a number of monorail applications have been in amusement parks. Monorail sys-
tems fall into two categories: suspended systems, where the vehicle/car is suspended
from an overhead guideway; and straddled systems, where the vehicle/car straddles the
guidebeam.

Suspended systems tend to be uneconomic, particularly in tunnel operation, and in
addition produce greater potential visual intrusion, since the height of the vehicle and
guideway approximates to 4 m.'* Straddled systems have been introduced in some
amusement parks and as airport links, where they operate at low speed. One example
of a straddled system is the Maglev system introduced at Birmingham airport in the
UK in 1984. This is a levitation system where the force between the magnets and the
support rail enables an air gap of 15 mm to be maintained. A schematic diagram of
the system is shown in Fig. 9.10. The vehicle is 6 m long, 2.25 m wide and can carry
40 people with luggage. It has a maximum speed of 50 km/h and an acceleration rate'’
of 0.8 m/s In the event of a power failure, the vehicle de-levitates safely on to the
track.
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Fig. 9.10 Schematic diagram of (a) Maglev vehicle and (b} track support"

9.4.3 Unconventional transport facilities

When looking at the transport problems of rural areas, it was concluded that there were
severe problems for people without access to a car. Recognising this, a number of alter-
native transport ideas have been introduced and tested in a number of rural areas where
public transport was unable to satisfy local needs. These incorporated one or more of the
following features:

e voluntary effort by local residents in organising and operating community transport
services

using small vehicles where demand is small and/or roads narrow

arranging routes (and, in some cases, schedules) according to pre-booked demand
carrying passengers on vehicles making regular journeys for other purposes

e linking remote areas to the main public transport network with feeder services.!®

A wide range of unconventional services have been introduced, including:

e shared hire cars making published connections with existing services, with a pre-
booking arrangement. Routes were not fixed and passengers were picked up, and
returned to, their homes

e volunteer drivers carrying passengers in their own cars and accepting payment for the
pre-booked journeys
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e a ‘community bus’ using unpaid local volunteers for driving and managing the ser-
vice, operating on a flexible route system picking up pre-booked passengers

e a car sharing service where passengers book journeys through a local organiser who
keeps a list of when drivers participating in the scheme are available

e postbuses, where the carriage of passengers and the collection and delivery of mail
are combined using a minibus instead of the conventional mail van.

Such services have been found to make a limited contribution to improving transport
provision in rural areas, although the precise impact and most effective type of service
varies from area to area. What has become clear, however, is that local volunteers are
capable of organising and operating such services.

9.5 Final comment

It is now recognised that increased use of public transport, especially in urban areas
where transport problems are at their most acute, results in significant transport move-
ment and environmental benefits. Increasingly light rail systems are being seen as the
most likely form of public transport which is capable of making a major contribution to
solving the urban transport problem and which is affordable. At the same time it is clear
that it can only be part of a larger package of measures, including traffic management.

For inter-city travel there will be a continuing effort to improve the speed, reliability
and quality of service, and in rural areas, where deficiencies in transport availability can
be identified, there will be continued experimentation to ascertain what unconventional
services can be introduced locally to meet the identified deficiencies.
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CHAPTER 10

Planning for public transport

C.A. Nash

Earlier chapters have discussed how public transport may be an important element in
any integrated transport plan. It has also been demonstrated that there is a variety of
technologies available for the provision of public transport services.

Whereas in most countries provision of roads, with the exception of certain main
roads, is seen largely as a responsibility of government, the arrangements regarding pub-
lic transport vary much more widely. The spectrum ranges from being largely the
concern of privately owned commercial operators with a minimum of regulation,
through highly regulated private operators to monopoly provision by publicly owned
companies.

In this chapter the appropriate roles of the different public transport modes are first
considered, followed by discussion of the behaviour of a privately owned monopolist
and of what might be appropriate for a government owned company. Reasons why a
purely commercial approach to public transport operations may be inappropriate are dis-
cussed next and, finally, the way in which private ownership may be combined with
public obligations is considered.

10.1 Appropriate public transport modes

As discussed in Chapter 9 there are several modes of public transport from which to
choose.!

1. The bus is ubiquitous. It operates as a single vehicle, is usually diesel powered, can
share road space with other traffic, and can combine the role of local feeder service
with trunk express.

2. The train operates on segregated track which may be on the surface, underground or
above ground. It can comprise a string of vehicles.

3. The tram operates on the street surface, usually with electric traction, and it can com-
prise several vehicles joined together.

However, the differences between these systems are blurred. For instance, in Essen,
guided buses run on-street in the suburbs using diesel power, but run in tunnels in the
centre under electric power. In Curitiba in Brazil, articulated buses carrying 180 pas-
sengers run on segregated busways. In many German cities, light rail systems operate in
tunnels in the centre and on-street in the suburbs, while in other cities the position is
reversed. Choice of the appropriate public transport mode to install in a particular location
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is therefore not easy; the spectrum of options available is wide. In general however,
there are some key trade-offs to be made.

1. The operating costs of a public transport system may be minimised by operating
high-capacity vehicles or trains at relatively low frequencies. If the volume of traffic
is high enough, it may be worth installing a segregated fixed track system to permit
longer trains than can be operated on-street.

2. The costs to the user include the time spent walking to, waiting for and travelling on
the service. These are of varying importance according to the distance travelled. For
short journeys, the convenience of a readily available service at high frequencies may
be more important than the speed when travelling in the vehicle; for long journeys
the reverse may be the case.

3. On-street systems may both delay and be delayed by other traffic. The greater the vol-
umes both of public transport and of other traffic, the stronger the case for a
segregated system.

Thus in practice a system which operates on-street is likely to have lower overhead
costs, but to create and suffer from congestion. The more it is given priority over other
traffic, the more likely it is to delay other vehicles. A segregated system will have a
much higher initial cost but create lower congestion costs for other traffic. A system
which can run high-capacity trains will be particularly valuable where volumes of pub-
lic transport traffic are high, and/or where distances are relatively long. Where volumes
are lower, or distances shorter, high-frequency low-capacity vehicles may be preferable.
A system which is capable of frequent stops will be preferable where mean trip lengths
are low, and walking time forms a high proportion of total travel time; where trips are
longer, in-vehicle speed becomes more important.

10.2 Commercial services

For the moment consider a purely commercial operation, and also — to make life really
easy — ignore the possibility that the operator has competitors who may respond to his
or her actions. It is then possible to stipulate two simple rules which a commercial oper-
ator seeking to maximise profits will follow: (1) raise fares as long as this either
increases revenue (which it will do if a 1 per cent increase leads to a less than 1 per cent
reduction in demand) or reduces revenue by less than any cost saving as a result of a
reduction in traffic (and vice versa); and (2) improve services as long as the increase in
revenue is more than the increase in costs (and vice versa).

These rules obviously suggest a need to know how a change in price or service level
affects the demand for the services, and how a change of service level or traffic volume
affects costs. These relationships constitute two fundamental relationships in econom-
ics: the demand curve and the cost curve. These two relationships can be written
algebraically.

Demand curve Q= Q(P,B) (10.1)
where Q = volume of passengers, P = fare, B = level of service (e.g. bus miles run).
Cost curve C=C(8,0) (10.2)

where C = total cost, and B and Q are as defined previously.
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Simple linear examples are given in Figs. 10.1 and 10.2, where the relationships
between P and Q and C and Q are shown for alternative values of B.

Note that the concept of total cost used in this example is different from that of
marginal cost used in Chapter 4. Total cost represents the entire cost of the operation
including any fixed cost, whereas marginal cost is the extra cost of an additional unit of
output, or more formally dC/dQ. For the example in Fig. 10.2, the marginal cost is 1.

A commercial operator then seeks to choose P and B to maximise the difference
between its revenue and costs (i.e. P.Q (P, B) — C (B, (). (This is of course a gross sim-
plification; in fact it is possible to have a whole range of fares (peak, off-peak, single,
return, saver, child etc.), and it is necessary to know the effect of each of these on
demand. Similarly, different passengers — peak versus off-peak — and different service
improvements may have different effects on cost.)

The effect of fares on traffic is measured simply as the own price elasticity of
demand. The own price elasticity of demand (e,)) is:

o/ A

_ %A m' den?and (103)
%A in price

Thus, if e, = ~0.3, then a 10 per cent price rise will reduce traffic by 3 per cent and

increase revenue by 7 per cent (since revenue = price x quantity). If e, = ~1, then a 10

per cent price increase will reduce traffic by 10 per cent and leave revenue unchanged.

Thus it makes sense to charge higher fares in less elastic markets (i.e. markets where
the own price elasticity of demand is lower in absolute terms). Generally, it is found that
peak elasticities are lower than off-peak, since a high proportion of peak journeys are
essential (journeys to work or school) and have fixed destinations (at least in the short
run). A larger proportion of off-peak journeys are discretionary (e.g. social or leisure
trips) or may change destination (e.g. a shopping trip by bus to the town centre may be
replaced by a walk to the local shops).?

The price elasticity of demand may be measured in a number of ways. The most
straightforward is from a time series of observations of the level of fares and the level
of public transport patronage. However, it is important to allow for other factors which
may be influencing demand (such as service levels, incomes and car ownership) using
a multivariate statistical technique such as multiple regression analysis.?

One may introduce an analogous concept of a service level elasticity as the percent-
age change in traffic from a 1 per cent change in the bus miles run. This is a less useful
concept, however, as there are numerous different ways of changing bus miles (chang-
ing frequencies, route density, times of day or days of week operated) and each is likely
to have a different effect on demand.

It is of course likely that a commercial public transport service will be subject to
competition. If there are close rivals, than a change of price or service level by one oper-
ator may lead to a change by the rival, thus having a further effect on the first operator’s
traffic and possibly making a further change worthwhile. For instance a rival may take
the opportunity posed by a price increase to increase prices as well; alternatively the
diversion of traffic caused by the price increase may lead the rival to increase his or her
services. These responses are difficult to predict, but since they will in turn affect traf-
fic and revenue for the first operator he or she will certainly need to consider them.
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Even if there are no existing competitors, setting a price/service combination which
leads to a high level of profits may still attract rivals in. This depends on how easy it is
to set up in the service in question. Bus operators generally face the prospect of easy
entry, particularly from existing bus companies. Even though governments are increas-
ingly requiring rail operators to provide access to the infrastructure for rival operators,
entry into rail operation remains very much more difficult because of the need to secure
track access, rolling stock, maintenance facilities and trained staff in a much more spe-
cialised market than that of bus operation.

The result is that it may be thought that actual or potential competition is sufficient
to prevent monopoly exploitation by the charging of excessively high fares or provision
of poor services in the bus industry. This is less likely for rail, where public operation,
or regulated private operation under a franchise arrangement, is the norm.

10.3 Subsidised services

The above discussion has concerned only services where the aim is to maximise prof-
its. However, some bus services and most rail services continue to receive subsidies. To
the extent that provision of these services is by commercial operators through competi-
tive tendering (bus) or franchising (rail), operators will still follow the above rules to the
extent that contractual arrangements with the provider of the subsidy permit. Where
there is public ownership, the objectives may be quite different.

Both in bus tendering and in rail franchising, the provider of the subsidy is likely to
specify minimum levels of service to be provided; both may also specify fares. In the
former case, the operator can then apply the normal rules for commercial operation sub-
ject to meeting the service level constraint; in the latter, their commercial freedom is
much more limited.

From the point of view of setting constraints on service levels and fares for subsidised
services, and from the point of view of the provision of services by non-commercial
publicly owned operators, it is the objectives of the provider of the subsidy or the ser-
vice that are important. These may include:

e providing a minimum level of accessibility for all

e maximising the benefits to users from provision of a service

e obtaining benefits for non-users by means of relieving congestion and environmental
damage caused by road traffic

e promotion of economic development.

A method of seeking to quantify these benefits and to compare them with the costs of
the subsidy exists in the form of cost-benefit analysis (see Chapter 4).

Example

A simple example may help to illustrate the implications of the alternative objectives
that public transport operators may pursue. Table 10.1 shows the optimal policies under
a variety of objectives for a simple hypothetical but moderately realistic example. The
exact equations used, which contain the variables specified above, are given in the
Appendix to this chapter.

It will be seen (row 1) that in this case it is possible to make substantial profits by
running limited services at high prices (although the likelihood that this would prompt



Table 10.1 Example of alternative objectives

Bus Bus Fare Pass- Net

miles miles (off- Fare enger social
Objective Constraint (off-peak) (peak) peak) (peak) miles Revenue Cost Profit benefit
Profit maximum None 2.3 1.1 10.5 21.0 30 479 159 320 774
Service maximum Break-even 20.5 1.1 105 210 34 525 523 2 502
Social welfare Break-even 3.6 1.7 24 48 75 270 264 6 1135
Social welfare None 3.9 1.8 0.5 1.0 92 69 291 ~222 1159
Source: Model specified in Appendix 10.1.
Table 10.2 Typical public transport cost structures (%): bus® and rail'*
Bus Rail
Variable Train operation 25
(Crew, fuel, oil, tyres) 55
Semi-variable Vehicie maintenance:
{Vehicle maintenance, Depreciation 20
depreciation 25 Terminals 15

Track and signalling 25

Fixed Admin and general 15

(Garages, overheads) 20
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another operator to enter the market is ignored in this example). If the aim were to provide
the maximum level of bus miles possible, subject to at least covering costs with revenue,
these profits would all be spent on providing additional cheap off-peak services (row 2).
If, on the other hand, the aim were to provide maximum benefits to users as measured
by a cost-benefit analysis (row 3), the surplus would be spent partly on lowering fares
and partly on improving both peak and off-peak services. Finally, maximising the dif-
ference between benefits and costs without a budget constraint (row 4) leads to some
further improvements in service levels and very low fares, but of course a subsidy is now
needed.

10.4 Socially optimal pricing and service levels in public
transport

Suppose that it is desired to find the socially optimal pricing policy for a public transport
operator to follow. In Chapter 4 it was shown that the most efficient pricing policy was
to price at marginal cost. Because public transport is a non-storable commodity subject
to peaks in demand, the marginal cost in the peak is likely to be very much higher than
in the off-peak. In the peak marginal cost can be assessed by considering an increment of
capacity (e.g. an extra bus) and dividing the cost of providing and operating it (depreci-
ation, interest, crew, maintenance, fuel, etc.) by the extra passenger miles provided.

In the off-peak one may effectively have a marginal cost of zero if load factors are
low. Even if accommodation of extra traffic does require provision of extra services, the
marginal cost will be low if there are spare buses and/or crews.

The above all applies to rail as well, but with an extra reason to suppose that marginal
cost will be lower than average, since infrastructure costs may be largely fixed up to
capacity (see the information on public transport cost structures provided in Table 10.2).

Suppose that it is necessary to raise more revenue than will be raised by marginal cost
pricing. Governments may be reluctant to provide high levels of subsidy for public
transport because of the damage raising the funds may do elsewhere in the economy, or
because of a fear that high levels of subsidy lead to inefficiency (this fear should be min-
imised if the service is provided as a result of competitive tendering for the franchise to
run the service). The best solution is to raise the price most where the price elasticity of
demand is lowest, very much as a commercial operator would, but in this case only to
the extent necessary to meet the budget constraint. As has been seen, generally the elas-
ticity is lowest in the peak, when most people are obliged to make the journey in
question (at least in the short run — in the long run this elasticity may be considerably
higher as people adjust their homes and places of work).

The question now arises of what is the optimal level of service to provide. This may
be most readily explained by using the concept of generalised cost. In the case of trans-
port services ‘price’ in the demand equation is commonly replaced by ‘generalised cost’,
which is a linear combination of price and quality of service attributes, e.g.:

G=P+vT (10.4)
where G = generalised cost,
T = journey time, and
v = value of time.
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For example, assume that for a particular journey the fare is 50p and the journey time
20 minutes. If the value of time is estimated to be 2p per minute, then the generalised
cost of the journey is 90p.

More complex formulations may divide journey time into walking, waiting and in-
vehicle time and add in other factors such as the expected value of time spent standing.

Thus demand is a function of generalised cost. Obviously some parts of generalised
cost are borne by the transport users themselves (e.g. their own journey time), but an
efficient outcome now will require price to equal the marginal cost borne by the opera-
tor plus any marginal congestion and other external costs borne by third parties.
Measuring the marginal cost of public transport use necessitates taking into account the
benefits an increase in output provides for existing passengers. Generally, as the volume
of demand builds up, so the frequency of service improves. In other words, far from
being an external cost there is an external benefit to other users. Although this is fairly
obvious it is often referred to by transport economists as the ‘Mohring effect’,* as it was
Mohring who first analysed its consequences for prices and subsidies. The benefit from
this should be set against the marginal cost of providing the extra frequency, and may
justify provision of a higher frequency than is required simply to provide adequate
capacity.

There is a further point to be considered. This is the extent to which reductions of
fares or improvements in services on public transport may divert passengers from car.
The level of this diversion is determined by the cross-price elasticity of demand, which
measures the per cent change in consumption of one good — such as motoring — brought
about by a 1 per cent change in the price of another good — e.g. public transport. The
cross-price elasticity of demand for car with respect to public transport (e,,) is:

e = %A in demand for car travel
P~ %A in demand for public transport

(10.5)

Thus, if e, = 0.1, then a 10 per cent reduction in public transport fares will lead to a
1 per cent reduction in car traffic.

If use of the car is underpriced relative to its marginal social cost, there will be a
‘second best’ argument for underpricing public transport as well. Table 10.3 shows the

Table 10.3 Benefits of subsidies to London Transport (pence per passenger mile:
January 1982 prices)®

Bus Train Overall
Average operating cost per
passenger mile 171 15.1 16.1
Marginal operating cost per
passenger mile 13.1 6.2 9.6
less
Benefits to existing passengers
from improved frequency 6.0 1.0 35
Benefits to other road users 2.0 4.0 3.0

Appropriate fare 5.1 1.2 3.1
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results of a study in London which brings together all the arguments for subsidy used so
far, and which found covering some 80 per cent of public transport costs by subsidy to
be worthwhile.> This argument has been developed further in a computer model.

In very congested conditions reducing public transport fares may yield a worthwhile
benefit in terms of reduced congestion despite the fact that the cross-elasticity of
demand between car and public transport is rather low. Moreover there is some evidence
that public transport quality improvements may be more effective in attracting car users.
The extent of this diversion should not be exaggerated, however; typically only 20 per
cent or less of passengers attracted by improved public transport services will have
come from car, the remainder diverting from other public transport, walking or making
totally new journeys. In any event, the road space may quickly fill up again, if there is
suppressed traffic as a result of congestion. This reinforces the need for public transport
improvements to be seen as part of a package including traffic restraint.

In practice, it is the benefits of improved services to public transport users themselves
that provide the strongest theoretical case for subsidy, although these are often politi-
cally less influential. Nevertheless, all this leads to a strong theoretical case for public
transport subsidies in urban areas. As against that, as has already been mentioned, there
are worries that raising the money to pay for public transport subsidies may be costly
and that subsidies may ‘leak’ into inefficiency. One study suggested that up to 60 per
cent of subsidies may be wasted in this way.” This is best guarded against by competi-
tive tendering for the operation of services wherever this is feasible. In terms of their
contribution to the solution of problems of congestion and environmental degradation
caused by road traffic, public transport improvements will generally be most effective if
combined with other action to restrain road traffic as part of an integrated strategy.

10.5 Public transport provision in practice

The above discussion gives some indication of the principles to be followed when plan-
ning public transport services. But there are many further practical issues to consider. For
a comprehensive discussion, see reference 8; here they will only be briefly touched upon.

An important factor concerning the attractiveness of services to the general public is
the ease with which they may be used. This extends to cover a variety of issues:

e how easy it is to find out about services

o how well the services mesh together into a network, and the ease of interchange at
the points where they do

e how easy it is to understand the fare structure and to pay the right fare.

The logic so far might lead one to a set of services which had, for instance, a dense
structure of high-frequency services in the peak, a less dense structure and lower fre-
quencies between the peaks, further different service patterns in the evenings and on
Saturdays and Sundays, fares which differ by route, origin and destination and time of
day. Such a system might fulfil all the criteria set out above but still be unpopular and dif-
ficult to use.

Thus practicality limits the extent of the variation in patterns of routes and frequen-
cies that it is sensible to operate. A ‘clock-face’ timetable whereby services operate at
regular intervals for much of the day is easily understood. A fares system which is sim-
ple enough to be easily remembered is similarly popular. In the latter context, a simple
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flat fare which is the same whatever the journey being made is obviously the easiest to
remember and will generally aid the speed of ticket sales. This is particularly important
where tickets are being sold by the driver. But it does have severe disadvantages if the
operator needs to cover a substantial proportion of costs from revenue and trip lengths
vary a lot. For then the flat fare will have to be relatively high, and this will discourage
the use of public transport for short trips. A better solution is likely to be a zonal one, in
which the fare varies according to the number of zones the trip passes through. Zonal
fares typically provide for free transfer between services within a certain time limit, and
this is attractive, as it avoids penalising people whose trip requires them to change. It
can also encourage transfer to rail-based systems with low marginal costs for the trunk
part of the trip, with bus used as a feeder.

A further issue to consider is the encouragement of advance sales of multi-journey
tickets. Again this is particularly beneficial where tickets are otherwise sold by the dri-
ver, in that it speeds boarding. Multi-journey tickets take a variety of forms, from the
traditional season ticket, which is only valid between a particular pair of points, through
tickets which are valid for a certain number of trips throughout the system to cards
which are valid for any number of trips on all or a predefined part of the network. The
latter type of ticket has become very popular in recent years; for instance in London the
Travelcard is credited with a major contribution to the boom in public transport use in
the second half of the 1980s.

All the above ticket types have advantages and disadvantages and these will have to
be considered in the light of any particular situation. For instance, the operator of local
services in a small town may opt for a single flat fare, perhaps higher in the peak than
the off-peak. A larger town may have a simple zone system with a small number of dif-
ferent fares. A large city may have a more complex zonal system with a heavy emphasis
on Travelcards.’

10.6 Ownership and regulation

As noted above, public transport operations may be in public or private ownership and
may be subject to varying degrees of regulation. In most countries, public transport oper-
ations are either publicly owned or are subject to strict control on what levels of fares and
services may be provided. In either case, usually only a single operator is allowed on a par-
ticular route, and frequently a single operator has control of a whole area. This was broadly
the position in Britain until 1985, and is still the position in many countries. This may be
referred to as a planned approach to the provision of public transport services.

In a planned approach, all providers of transport infrastructure and services are
owned or controlled by the state; pricing decisions are governed by social cost-benefit
considerations and are subject to political control; and investment and service level deci-
sions are similarly based on social cost-benefit analysis. In principle, therefore, this
should allow all decisions to be taken to give an optimal trade-off between the objectives
specified. However, decision-taking may not always be competent and may give undue
weight to short-term political advantage rather than long-term objectives; and the con-
struction and operation of transport services may be inefficient, because the organisations
involved lack strong incentives to achieve high-quality services at minimum cost.

Thus in recent years several countries, and in particular Great Britain, have moved
towards a market approach to public transport provision.'® In a market approach:
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e infrastructure is provided and services operated by private sector organisations

e government control is reduced to a minimum, concentrating on safety and environ-
mental regulation rather than on direct control of prices or services

e governments seek to ensure appropriate pricing policies through tax and subsidy
mechanisms rather than direct control. Any subsidies are the result of competitive
tendering.

This approach tends to emphasise economic efficiency, minimum cost and maximum
scope for innovation. However, the resulting pattern of prices and services may fail to
achieve either a truly economically efficient pattern of resource allocation (as many
externalities are difficult to reflect adequately either in taxes or regulations), and cer-
tainly fail to achieve the other objectives of transport policy.

Obviously most countries lie somewhere between the two, although Britain was close
to the first pattern in the 1970s and moved closer to the second in the 1980s. A good
example of a mixed approach is Sweden, where:

e many transport operators are private sector, although mainline rail services remain a
government owned monopoly and there are still some publicly owned bus companies

e provision of road and rail infrastructure is in the hands of government owned agen-
cies, who work to comparable cost-benefit analysis criteria

o freight services are generally only regulated regarding safety and environmental issues

e most local passenger services are planned by regional or local authorities but provided
by private or public operators as a result of competitive tendering

e taxes on road vehicles and charges for the use of the rail infrastructure are calculated
by government to reflect the social costs of the flow in question.

Given that Britain has been in the lead in moves towards the deregulation and pri-
vatisation of public transport, it is worth commenting further on experience to date. In
the freight sector this policy appears to have worked well, although there remains con-
cern about the adequacy of environmental and safety regulation. In the passenger
transport sector the policy has been much less successful. While deregulation and pri-
vatisation have secured an increase in bus miles operated at a very much lower cost, far
from securing a diversion of passengers from private transport, bus patronage has actu-
ally dropped by 25 per cent since deregulation. It is widely believed that fragmentation
of services between a host of operators, lack of information, connections and through
ticketing and instability in the pattern of services have been significant causes of declin-
ing patronage.!' Some evidence for this lies in the fact that in London, where the
approach has been to introduce competitive tendering for a network of services planned
by a single agency, patronage has risen rather than fallen.

Nevertheless, the British government is proceeding with the privatisation of the rail
system as well.' It might be argued that the structure proposed for the rail industry in
Britain, with minimum service levels defined as part of the franchise agreement for pas-
senger services, requirements for the continued production of a national timetable and
through ticketing and limited scope for competitive entry, at least in the first few years,
should guard against the worst problems experienced in the bus sector. Unfortunately,
however, the rail sector appears to have a wide range of new problems of its own. Of
these, the complexity of the new regime, the number of contractual arrangements the
operator has to enter into and the big increases in the prices charged for basic inputs such
as infrastructure and rolling stock appear to be the most important. It may be that the
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freight sector, where existing BR operations are to be privatised outright and there are no
constraints on competitive entry, may benefit more from privatisation; certainly a num-
ber of existing BR customers and other companies appear to have an interest in running
their own trains, and the fact that most freight trains nowadays carry traffic for a single
customer means that the problem of maintaining ‘network benefits’ is not such an issue
for freight traffic. But even here there are high entry barriers in the form of the need to
make a safety case, to acquire drivers and guards with appropriate route knowledge and
to negotiate satisfactory slots on the infrastructure with Railtrack.

Many other countries are also moving towards the privatisation of rail systems. But in
no other case is such a radical fragmentation of the existing rail operator proposed. In
most cases, the intention is to split the existing company into an infrastructure company,
a long distance passenger company, a short-distance passenger company and a freight
company. In some cases, other organisations will be able to enter the market to provide
profitable services, or to bid for the franchise to operate local services with a subsidy.

10.7 Conclusions

Rational planning of fares and services can take place with a variety of objectives.
Commercial operators will of course be interested in profits, but franchising or tender-
ing authorities may have a variety of other objectives. In all cases, however, sensible
decision-taking relies on an understanding of the demand and cost characteristics of the
services concerned.

There are many practical considerations which prevent the direct translation of theo-
retical results on appropriate pricing and service levels into practice. Fares systems and
service patterns must be attractive to, and readily understood by, the public at large.
This, plus the desire to use public transport in pursuit of the full range of transport pol-
icy objectives, means that most governments retain control over the fares and services
offered. In bus systems this is perfectly compatible with private ownership of the oper-
ating companies, especially if competitive tendering is used to secure provision of
services at minimum cost. In rail systems, the issues involved in private ownership are
more complex, but a small number of urban light rail systems (such as that in
Manchester) are operated on a long-term franchise, and a number of countries, includ-
ing Great Britain, are planning to privatise their rail systems in their entirety.
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10.9 Appendix: Alternative objectives for public
transport

This appendix provides the model which generates the results in Table 10.4 for the inter-
est of those readers who know enough economics to follow it.
Suppose that a public transport operator faces the following demand and cost functions:

Log 0, = 4.05 - 0.05P, - 0.3/B, (10.6)
Log 0,=4.05-0.1P,~0.7/B, (10.7)
C=80B,+208,+0,+0.50, (10.8)

where O = passenger miles carried (thousands per week), P = fare per passenger mile
(p), B = bus miles run (thousands per week), and the subscripts P and O refer to peak
and off-peak operations respectively.

It will be noted that elasticities of demand with respect to fare and bus miles are given by:

blogQ _ 10.9
P 5P BP (10.9)

where B = 0.05 (peak) and 0.1 (off-peak), i.e. demand is price inelastic up to a fare of
20 (peak) and 10 (off-peak)

pdlogQ _ v (10.10)
58 B

where v = 0.3 (peak) and 0.7 (off-peak).

Demand is quality inelastic down to a level of bus miles of 0.3 (peak) and 0.7 (off-peak).
(Elasticities are, for simplicity, assumed to be independent. This is, however, undoubt-
edly unrealistic.)



CHAPTER 11

Freight transport planning - an
introduction

C.A. Nash

A substantial part of the growth in road traffic in most countries consists of freight traf-
fic. Although it is not concentrated on peak urban roads, freight traffic is still widely
perceived as a problem. On motorways and trunk roads it takes a considerable amount
of capacity, adding to the problem of providing for traffic growth. Off the trunk network,
it is seen as an environmental and safety problem, contributing substantially to problems
of noise, vibration, particulates, visual intrusion and fear. On the other hand, it is obvi-
ously recognised that freight vehicles play an essential role in distributing goods from
factories, and in supplying shops. Any actions which make it more difficult or expensive
to service such facilities in the area may have repercussions for jobs, and for prices in
the shops (although freight transport costs are generally not a large part of the total costs
of supplying most commodities, so any claims for dramatic repercussions need to be
carefully examined).

In this chapter the factors behind the growth of road freight transport are first consid-
ered, and then possible ways of alleviating its effects are examined. Concentration will
be on public policy issues rather than on planning methods used by the industry itself.

11.1 Trends in freight transport

In most countries, freight transport shows a tendency to grow at least in proportion with
gross domestic product (a measure of the output of the economy). It may appear obvi-
ous why this is: as GDP grows so there are more goods being produced which require
transport between factories, depots and shops.

In fact, in a modern economy, the relationship is not nearly this obvious. A substan-
tial part of the output of a modern economy consists of services, such as healthcare,
education, banking and insurance, which give rise to passenger transport rather than
freight. Within manufacturing, there is a tendency for expansion to be concentrated on
high-value products such as electronics, which lead to a low level of tonnes to be trans-
ported per unit of value of output. One might therefore expect that freight transport
would grow very much more slowly than GDP.

On the other hand, there are some countervailing tendencies.! Market areas are
expanding, as national and international barriers to trade decline; reductions in trans-
port cost are of course an important part of this tendency. Production is becoming more
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specialised on any particular site, so that, for instance, inputs into the manufacture of
motor vehicles in Britain may now be sourced all over Europe. Distribution systems are
becoming national — or international — with stockholding concentrated at a very small
number of locations. Just-in-time distribution systems are increasingly being used as a
way of reducing the costs of stockholding, but these require that goods be delivered
when they are needed, making necessary distribution systems that combine frequency
of service with a very high reliability.

The outcome is that the demand for freight transport is still rising rapidly. Each tonne
of goods is shipped several times during the course of its development from raw mat-
erials through intermediate goods to final products, and lengths of haul for each
shipment are rising rapidly. The concentration on frequent small consignments of high-
value goods also tends to favour road transport rather than rail or water; the latter both
tend to specialise much more in low-value bulk commodities which do not require the
same high quality of service.

11.2 Roads and economic growth

It is often argued that the needs of the road freight industry should be paramount when
planning roads. This is in order to minimise costs of the road freight industry, and in that
way to maximise the competitiveness of production in the area concerned.

A number of studies have found a statistical link between investment in roads and
economic growth at an aggregate level.? However, there are several reasons why such a
link could exist: for example, government spending on any project tends to promote
economic growth through the standard ‘multiplier’ effect (it directly creates jobs and
incomes, which in turn are spent on other goods and services, thus creating more jobs
etc.); and it may be that rapid rates of economic growth lead to high investment in roads
(both by creating the demand for them and providing the resources for such investment),
i.e. that the direction of causation is the reverse of that postulated.

Nevertheless, road investment does undoubtedly reduce the costs of the road freight
industry, and this may in turn make industries in locations so favoured more competi-
tive and promote relocation to places where transport costs have fallen. Particularly in
developing countries with a very poor existing road network these points may be very
significant. On the other hand, in a country such as Britain, where the transport system
is well developed and where transport costs are on average only some 8 per cent of the
final delivered price of goods and services, the extent to which competitiveness may be
stimulated by even major road building exercises is very limited. For evidence on this,
see studies of the M62 motorway® and the Humber Bridge.* Also, the relative efficien-
cy of road building and other forms of assistance to industry must be considered.

In some circumstances, road building may actually be counter-productive. For
instance, where remote areas have retained local production and distribution facilities
largely because of the time and cost of bringing in goods from outside, improved links
to the outside world may actually lead to centralisation of facilities in order to exploit
economies of scale. Only if the remote area has some particular advantage as a produc-
tion location will improving its connections to the outside world stimulate production.

So far it has been argued that the overall effects of road improvements on economic
performance are likely to be small. One important counter-argument to the discussion in
this section is that transport costs are only a small part of total distribution costs.
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Warehousing and stockholding costs usually make up more than half of the total costs
of distributing products. By allowing for faster and more reliable deliveries, improved
roads may permit economies in distribution networks by means of further concentration
of warehousing and stockholding on a small number of locations. A recent study exam-
ined this hypothesis for a major brewery and a supermarket chain, and found some
evidence that it is the case, but again the additional benefits appeared relatively small.’

In summary, then, the impact of road improvements and other transport projects on
the freight sector must be carefully considered, as it will certainly effect the prices of
goods and the relative competitiveness of alternative locations. The evidence is, however,
that in a developed economy these effects are relatively small and should not lead to an
automatic assumption that road planning should be heavily geared to what the freight
industry would like to see regardless of other costs.

11.3 Policy issues
Historically, governments have intervened in the freight market for a range of reasons:®

control monopoly power

benefit specific regions or industries

permit the exploitation of economies of scale on the railways
relieve traffic congestion

protect the environment

reduce accidents

save energy

prevent unfair competition

protect consumers and/or workers in the industry

reduce wear and tear on the roads.

In the past, governments tended to regulate (or own outright) freight transport operators
in part because they were seen as holding significant monopoly power. This was partic-
ularly true of rail operators, whose prices were usually controlled by government. It also
applied to road haulage, where the number of vehicles allowed to operate for hire and
reward was typically limited, and in many countries road haulage charges were also reg-
ulated. Over the past 20 years, however, most countries have dismantled this regulatory
framework, and today the road freight transport industry is usually privately owned and
highly competitive. In a number of countries, rail freight operations are also being pri-
vatised, or new private operators allowed access to the infrastructure. The rationale for
controls has now shifted much more towards issues of congestion, safety and environ-
mental protection.

The main weapons governments have are regulatory and control mechanisms, taxes
and subsidies, and traffic management measures.

11.3.1 Construction and use regulations regarding vehicles

These specify the basic characteristics of vehicles that will be allowed to operate
(e.g. maximum gross weight, maximum axleweight, height, length).

This is obviously important in terms of the costs of constructing and maintaining
roads; for instance, heavier lorries require stronger bridges, and heavier axleweights
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require thicker pavements. Such regulations may also control emissions of noise and air
pollutants.

11.3.2 Drivers’ hours regulations

The regulations are designed to ensure that safety is not threatened by drivers who have
taken inadequate rest.

11.3.3 Quality and/or quantity control on entry to the industry

There has been a shift away from controls on number of vehicles entering the market
towards tougher quality controls and environmental regulation.” The intention has been
to promote efficiency through greater competition. In practice, it is not clear that con-
trols on the number of vehicles greatly restricted growth of the industry, partly because
in most countries they only applied to professional road haulage. Customers could still
acquire their own vehicles in order to move their goods by road.

11.3.4 Taxes and subsidies

The level of taxes on goods vehicles, and especially those with heavy axleweights which
do most damage to the road pavement, has long been a controversial issue. The level and
structure of road taxes is an important instrument for influencing both the overall level
of road haulage costs, and hence the size of the market, and the relative costs of operat-
ing different types of vehicle. Since taxes typically comprise at most 20 per cent of the
overall costs of road haulage, and the overall market is seen as very price inelastic, it
may be that the latter effect is the more significant. Thus it is important to have a tax
structure which gives adequate incentives for the use of vehicles which are less damag-
ing to the road pavement and to the environment.

At the same time as penalising environmentally damaging modes of transport by the
tax system, governments may wish to aid more environmentally friendly modes via
grants. These may cover either capital or operating costs (or both). For instance, in
Britain grants are available to cover both capital costs of equipment such as private sid-
ings and rolling stock and charges for use of the infrastructure where rail offers
significant environmental benefits compared with road.

11.3.5 Tariff controls

In the past, tariff controls have been used both to prevent exploitation of monopoly
power (maximum tariffs) and to prevent excessive competition leading to instability in
the industry (minimum tariffs). Both are now seen as reducing the effectiveness of prices
as market signals, and governments now generally prefer to influence the level of road
haulage rates through the tax system.
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11.3.6 Traffic management measures concerning where and when heavy
goods vehicles may be used

Proposals for controls on lorry use may take a number of forms, but in each case there is
a trade-off to be made between the environmental, congestion and safety benefits that
would result and the additional costs. For instance, British Department of Transport stud-
ies suggested that confining lorries to a national network of 5000 km (3100 miles) of road
(except for access) would add 25 per cent to road haulage costs.® Lorry bans (except for
access) often deal with local problems of short cuts, but some schemes cause major rerout-
ing with substantial costs and benefits. Total bans above a certain weight may be by time
— for instance the French and Swiss have a total ban on movement on Sundays; by place
— for instance the restrictions on the size of vehicles that can be brought into cities; or by
time and place — for instance restrictions in Paris on the hours at which heavy goods vehi-
cles can be operated.

Restrictions may, however, lead to increases in distribution costs. A major study for
London® examined the following options: (a) banning lorries above 7.5, 16 or 24 tonnes;
(b) banning them from all roads within the M25 motorway, from all but some radials,
and the North Circular Road; and (c) banning them at all times, at weekends only, or at
nights only. The study found that a big problem in estimating costs and benefits related
to predicting how shippers would react. They might, for example, switch to smaller
vehicles for the entire journey. This would have little cost if 24-tonne vehicles were per-
mitted, but 16- or 7.5-tonne restrictions would lead to large increases in both traffic and
costs. It was not clear whether a larger number of smaller vehicles would be seen as
environmentally preferable. There was also considerable controversy on the issue of
how vehicle numbers would change. Would the smaller vehicles operate at higher load
factors, so that the expansion would not be nearly as great as would be predicted sim-
ply from looking at their relative capacities? Moreover, for many goods it is the cubic
capacity of the vehicle that is the constraint on how much the vehicle can take rather
than the weight.

Also, it might be possible to tranship outside London from heavier vehicles or rail. It
was found that trunk transhipment costs averaged £4 per tonne, but there could be counter-
vailing advantages from the use of larger vehicles (or even rail) for trunk haul to
minimise trunk haul costs while using smaller vehicles for local delivery. Demountable
bodies or drawbar trailers might be used to facilitate this transfer. Finally, and this is the
fear many local authorities have, haulage companies might relocate or close completely.

The Greater London Council finally implemented a night-time ban although enforce-
ment (which passed to individual boroughs with the abolition of the GLC) was never
very effective.

11.4 Potential for rail and water

Rail (and even more so water) freight is frequently seen as less environmentally dam-
aging than road freight. It frequently offers better energy efficiency, the possibility of
electric traction, lower noise levels and a better safety record. However, transferring
freight from road to rail is not easy, given the trends in the freight market described
above. For bulk commodities which may be carried throughout by rail from a siding at
the point of origin to another siding at the destination, rail may be both environmentally
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attractive and cost effective if the volume to be transported is large. With smaller vol-
umes it is not feasible to connect the origin and destination direct to the rail network,
and in any case the costs of transporting small volumes in wagonloads that have to be
shunted into full train-loads by combining them with traffic from a wide variety of
points are often prohibitive. Thus such traffic usually has to be collected and delivered
by road, and transhipped between rail and road at a depot. Again, this adds substantial-
ly to the costs, and can generally only be worthwhile where there is a relatively long
distance on the trunk haul mode, so that low costs on the trunk haul offset the high costs
at each end. Moreover, terminals need to be well located; otherwise use of rail or water
may actually lead to an increase in the distance travelled by lorries in congested urban
areas.

Thus the tendency now is for the use of rail for manufactured goods to rely on some
form of intermodal service, using either containers or swap bodies (where the load carry-
ing unit is readily transferred from road to rail) or piggyback (where the entire lorry
semi-trailer — and sometimes the tractor as well) is transported on a railway wagon. The
advantage of the latter is that no specialised equipment is needed; its disadvantage is an
increase in the deadweight to be hauled when on rail or water, and a problem where (as
throughout Britain) loading gauges are too restrictive to carry ordinary semi-trailers on
truck without infrastructure alterations. Intermodal services are still generally only com-
petitive with road over longer distances, and although their use in many countries within
Europe and North America is growing rapidly, they have not achieved the market pene-
tration that is desired by many governments in order to reduce the impact of long-distance
road freight transport.’® Within Europe, a key problem is achieving high-quality services
for international movements involving a number of different railway companies;
although European legislation permits new entry by international intermodal operators,
who have a right of access to the rail infrastructure of all member countries, this has so
far been little used.

In Britain, as in many countries, rail freight is required to operate without subsidy,
but customers can apply for the so-called Section 8 grants (strictly now Section 139
grants under the 1993 Railways Act) towards the costs of facilities needed in order to be
able to use rail or water transport and for a grant (under Section 137 of the same act) to
cover track costs if use of rail or water transport rather than road confers environmental
advantages. The case for the grant rests on the number of lorry miles removed from the
road system, with a higher level of grant being payable if the miles are on environmen-
tally sensitive roads.

11.5 Conclusions

Tackling the problems posed by the expansion of freight transport requires a number of
measures. Some of these (for instance the levels of taxation on goods vehicles, or the
support given to the national rail network) lie within the province of national govern-
ment, but others, such as lorry routing and lorry bans, are very much a part of local
transport planning. A whole variety of measures are possible, but need to be carefully
weighed up to assess their cost effectiveness, remembering that with a competitive road
haulage industry, any measures imposed which raise costs are likely to find their way
very quickly through into the prices of goods in the shops.
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PART I

Traffic surveys and accident
investigations



CHAPTER 12

Issues in survey planning
and design

P.W. Bonsall

Data are an essential input to the effective planning and design of transport systems,
either directly by describing the current state of the system, or indirectly by allowing thé
calibration of models which yield insights into the processes at work in the system or
help to predict how the system is likely to perform in the future with and without policy
intervention. This chapter indicates how, with careful attention to the initial planning

Objectives ‘
{ Requirement for information Available resources . |

| Specification of data requirements [*
e l
=

[ Availability of existing data

L»[ Specification of requirement for new data |

\
- > Choice of survey instrument | | Design of survey sample |« -

{ |

[~ Surveyplan ]

[ Conduct of survey |

y— Reportofsurvey |

| Data processing |
L -

¢

Y
{ Dataanalysis |

| Resuts |

Fig. 12.1 Stages in the design and conduct of a survey



Secondary sources 223

and design of a survey, it can be tailored to meet the specified task. Chapters 13, 14 and
15 will discuss the techniques involved in specific types of survey.

Figure 12.1 indicates the main stages in the design and conduct of a transport survey.
It begins with a consideration of the objectives of the exercise which determine the
requirement for information and the availability of resources.

12.1 Defining the data requirements

The requirement for information needs to be refined into a precise specification of data
requirements in terms of the variable(s) to be studied and the hypotheses to be tested.
The specification of the variables and of hypotheses at this early stage very usefully con-
centrates the mind on the real purpose of the survey and ensures that subsequent effort
is properly targeted. The process may well involve interaction between the survey plan-
ner and the commissioning agency in order to ensure that the needs of the latter have
been correctly interpreted. Thus, if an initial brief asked for a survey of speeds on such-
and-such road, the survey planner will want to know whether the interest is in average
speeds (rather than, for example, the number of cars exceeding a specified limit), speeds
at a point (rather than speeds along a short stretch of road), speeds of all vehicles (rather
than just those which are free-flowing) and so on.

The precise specification of an experimental hypothesis removes any ambiguity; for
example the hypothesis might be that ‘the mean speed of cars passing location x has
decreased since the installation of new speed limit signs’. Specification of a hypothesis
can be a useful discipline even when the survey is intended to be speculative or explora-
tory in nature; for example, a brief to study residents’ attitudes to a proposed traffic
calming scheme might be made more concrete by specifying hypotheses such as that
‘most adults resident in area x are in favour of the proposals’ or that ‘the visual appear-
ance of the proposed scheme is a serious concern to more than 10 per cent of residents
in area x’.

Strict experimental method requires that each hypothesis should be accompanied by
an equivalent null hypothesis whose validity is to be tested. Thus, if the hypothesis is
that speeds have decreased, the null hypothesis might be that they have not decreased or
alternatively that they have increased. The difference between these alternative null
hypotheses is that the first is less restrictive, and therefore less likely to be rejected than
the second. (A fuller description of the issues involved in specifying hypotheses and null
hypotheses may be found in standard statistical textbooks but a useful discussion of their
relevance to transport and traffic studies can be found in references 1 and 2).

12.2 Secondary sources

Once the data requirements have been specified it is important to consider whether they
can be met by making use of existing data, thereby avoiding the need for a special sur-
vey. Use of existing data or ‘secondary sources’ can save time and money and is
particularly desirable when a survey is likely to cause disruption and annoyance to the
travelling public. (On the other hand, of course, there will be some circumstances where,
even though secondary sources may be available, it is important for political reasons to
be seen to be conducting a survey.) The three main sources of secondary data are pub-
lished databases, previous local area surveys and data produced as a by-product of a
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control or management system. Each of these will be briefly considered while noting
that more detailed information can be found in reference 3 or in occasional publications
by bodies such as the Transport Statistics User Group.*

A wide range of data is available in published tabulations or in commercially avail-
able databases. Much of it is collected by governmental agencies as part of regular
monitoring exercises and made available in summary form in publications such as ref-
erence 5. Such data are very useful for establishing background trends or contextual
information on issues such as levels of car ownership, occurrence of accidents or sea-
sonal trends in traffic flow, but they may be of little use for local area studies.
Increasingly, however, it is becoming possible, at a price and subject to privacy restric-
tions, for analysts to access the disaggregate data or to request special tabulations to suit
their particular purposes. Before doing this, of course, they should establish that the
variable definitions are appropriate and the sample sizes adequate.

Detailed local data are likely to be available only if there has been some previous sur-
vey in the study area. This may have been part of a local monitoring programme or part
of an ad hoc study. In either case the analyst will need to establish that the variable def-
initions and sample characteristics are appropriate and that the data have been archived
in an accessible format. It is not unusual for a potentially useful database to remain
untapped because of inadequate documentation or eccentric archiving conventions.
Attempts to make use of data from previous ad hoc studies are particularly fraught in
this respect, even when the data were collected by one’s own organisation. Increasing
use of Geographical Information Systems (GIS), as described in Chapter 13, should
reduce this problem.

Recent years have seen the emergence not only of databases containing the results of
national and local traffic monitoring programmes but also of databases derived as a by-
product of management and control systems. Examples of these ‘by-product’ databases
include traffic flow and congestion captured during the operation of fully automated
urban traffic control systems, usage of car parks with computer controlled entry and exit
barriers, flows of vehicles past toll points and flows of passengers through automatic
ticket barriers within LRT or rail systems. Users of such data must satisfy themselves
that the data are statistically robust and representative of the system they wish to study.
Some of these data, particularly those relating to use of car parks, toll roads and other
charged facilities, may be commercially sensitive whereas some may be available fairly
freely; for instance, one can obtain real-time data on traffic flows and congestion on cer-
tain Californian freeways free of charge on the Internet.

12.2.1 Resource requirements

Assuming that, after careful consideration of all these secondary sources of data, the
need for further data collection is established, the next stage is to produce a detailed
specification of this requirement. The specification must take account of the resources
available since they may seriously constrain what can be achieved in terms of accuracy
or coverage. It is part of the survey planners’ role to alert the commissioners of the study
to any problems at an early stage so that they can decide to increase the budget, reduce
the specification or abandon the whole exercise.

If there is no chance, within the budget allowed, of achieving the minimum required
accuracy, it would be a waste of resources to proceed.
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12.3 Choice of survey instrument

Once a decision to proceed has been made the survey planner must define the survey
instrument. Definition of the survey instrument involves choosing the most appropriate
technique — a choice which is likely to be heavily constrained by the resources provided
and by the extent of in-house experience with the various techniques available. Chapters
13 to 15 give details of some of the main techniques, indicating their particular strengths
and weaknesses.

It must be emphasised that while some techniques may be ideal for collection of one
type of data it may sometimes be appropriate to use another technique which, while not
so efficient for that item of data, may yield additional data at relatively little extra cost.
This is, for example, the logic underlying the increased popularity of video-based surveys.

12.4 Design of sampling strategy

Design of the sampling strategy is intimately associated with the definition of the experi-
mental hypotheses and of the variables of interest and involves definition of the sampling
units, the target population, the sampling frame, the sampling method and the sample size.

The sampling units are the basic units whose characteristics or behaviour are to be
logged. They might be individual ‘actors’ in the transport system (e.g. citizens, trav-
ellers, vehicles, or companies), individual locations (e.g. junctions, links, car parks,
zones or geographical points), or individual test samples (e.g. a sample of air content,
or a sample of sound levels).

Definition of the target population indicates which sample units are ‘in’ the survey.
If the data requirements have been well specified the definition of the target population
should be quite straightforward, for example ‘cars using such-and-such stretch of road
between 7 a.m. and 7 p.m. during the summer months’, but some tightening up may be
required to remove possible ambiguities (for instance, which are the ‘summer months’?).

The sampling frame is a ‘register’ of the target population which defines all the sam-
pling units within the target population and which provides the framework for the
sampling process. This ‘register’ may exist in tangible form (e.g. as a list of residents of
a particular zone or a list of registration plates of cars seen at a particular site) or may
exist only in an abstract way (e.g. as a notional list of pedestrians crossing a particular
stretch of road during the survey period).

12.4.1 Sampling methods

The choice of sampling method will depend on the objectives of the survey and perhaps
on the survey technique being employed. Some commonly used methods are: true ran-
dom, systematic, stratified and cluster sampling.

True random sampling ensures that each sampling unit has an equal chance of being
selected. It is a theoretically attractive method, not least because it keeps the subsequent
analysis simple, but since it involves allocating random numbers to each sampling unit
to determine whether that unit is to be included, it is not really practical for surveys of
‘live’ events. The use of random sampling is therefore usually restricted to off-line sur-
veys, such as household interviews, for which the sampling frame exists as a document.

Systematic ordered sampling involves the selection of every nth unit from the sampling
frame (e.g. for a 20 per cent sample it might be every fifth unit). This concept is easily
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understood and implemented even by inexperienced field staff and is therefore widely
applied in surveys of live events. The method is random in as much as that until the first
unit is selected, all units have equal probability of being chosen, but it is not truly ran-
dom and may produce biased results if the sequence of units has any significance — as
for example in a queuing system where capacity is provided in discrete lumps (as might
be the case in a saturated network with linked signals).

Stratified sampling involves division of the population into groups on the basis of some
characteristic and applying a different sampling rate in each group. The method is usually
applied when it is necessary to ensure adequate representation of a minority within the
population (one might, for example, need to have a higher sample rate for motorcyclists
in a speed survey if the speed of motorcyclists needs to be separately identified in the
results). If used on the basis of a prominent but supposedly irrelevant characteristic (such
as vehicle colour) it can provide a practical means of ‘random’ sampling — tlws if approx-
imately one in ten vehicles is blue and one wants a 10 per cent sample of vehicles one
might instruct the field staff to survey all blue vehicles and no others.

Cluster sampling involves selecting groups of adjacent units (e.g. addresses in a
given street or a group of vehicles following one another in a traffic stream). This tech-
nique usually results in increased survey efficiency, offers the possibility of studying
interactions between adjacent units and can provide an ‘enriched’ sample in areas of par-
ticular interest (for instance, an opinion survey might be targeted on residents in
politically marginal wards) but it obviously risks biasing the survey results.

12.4.2 Sample sizes

The final stage in the process of sample design is to determine the sample size or sam-
pling rate. Using the common assumption that the data are normally distributed, the
sample size (n) required to estimate the population mean (X) for a large (effectively
infinite) population is:
SZ
se(x)?

where $? = the sample variance (the best estimate of the true variance ¢?), and se(x) =
standard error of the population mean.
Where the population size (N) is finite, the equation becomes:

n (12.1)

5% /se(x)*
n=
1+ (8% /se(%)* / N)

(12.2)

The problem, of course, is that se(x) will not be known before conducting the survey.
The problem is solved by making best use of any information available and by taking
a view on how much uncertainty can be tolerated in the result. Thus information from
a previous survey or a pilot survey can be used to estimate S? and the properties of the
normal distribution, together with one’s attitude to certainty, can be used in lieu of
se(x). In a normal distribution a known proportion of the population will be found
within a given number of standard deviations of the true mean(p); for example, 95 per
cent will be within p + 1.96 o, while 90 per cent will be within p + 1.64 o. '
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The above property can be expressed in general terms as:
se(X) = pu/t (12.3)

where p is the permitted error expressed as a percentage of the true mean (i.e. the smaller
p becomes, the greater the precision achieved), and ¢ is a value, derived from standard
normal distribution tables, depending on the required degree of confidence in the result
(i.e. the proportion of the population which is required to lie within the permitted range).

Thus if the permitted error is + 10 per cent and it is desired to be 95 per cent confi-
dent that the true result lies in the range p * 0.1p then: se(X) = 0.14/1.96, whereas if
the permitted error is only 5 per cent with 90 per cent confidence, then se(x) =
0.05u/1.64.

Substituting Equation 12.3 into Equations 12.1 and 12.2, the required sample size for
a survey in an effectively infinite population is:

SZ
ne—35__ (12.4)
(pu/t)
while for a finite population it is
S* pu/ 1)’ (12.5)

n= 7 )
1+[S2 Apu/ 0?1 N]

As S/ is the coefficient of variation (cv), Equations 12.4 and 12.5 can also be expressed

as. ,
n= (C—v’) (12.6)
p

for an effectively infinite population, and

_ / (cvt/p)2 (127)
1+[(cvt/ p) I N]

for a finite population.

These equations reflect the fact that the required sample size is positively correlated
with the amount of noise in the data, the required precision of the result and the required
confidence in that result.

The value of ¢ in Equations 12.3, 12.4 and 12.5 depends on whether one is concerned
with a ‘one-tailed’ or a ‘two-tailed’ test, i.e. whether the null hypothesis is defined to
identify differences in one direction or two. (A null hypothesis phrased to say that x is
less than y would require a one-tailed test, while a null hypothesis to say x is not equal
to y would require a two-tailed test). Note that Equations 12.1 to 12.7 relate to situations
where it is reasonable to assume that the data are normally distributed in the population
and that the sample is unbiased; where this is not the case matters can be more complicated
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and beyond the scope of this book — interested readers should consult a specialist text
on sampling method or (for a transport-oriented introduction) references 1 or 2.

Example 1

Suppose that it is desired to estimate the average daily flow of traffic past a site and to
be 95 per cent confident that the answer obtained is within 10 per cent of the correct
value. It is suspected that the flow varies quite markedly from day to day. For how many
days will it be necessary to collect flow data?

It is first necessary to obtain an estimate of the daily variation. Suppose that, on the
basis of data from similar sites elswhere, the coefficient of variation is expected to be 0.3.
Given that the population (= days) is very large it is appropriate to use Equation 12.6
rather than Equation 12.7. The required number of days is thus (0.3 x 1.96/0.1)* = 34.6
which is rounded to 35 days. If the daily variation had been much less (say cv = 0.1) the
result would have been much lower: (0.1 x 1.96/0.1)* = 3.8.

Alternatively, even with a cv of 0.3, the required number of days could be reduced by
accepting a lower degree of confidence and/or a wider margin of error. Thus if an answer
with 90 per cent confidence and a result within 20 per cent of the correct value had been
deemed satisfactory, the requirement would have been (0.3 x 1.64/0.2)> = 6.

Example 2

Suppose that it is desired to estimate the average household trip rate in a large city and
to have 95 per cent confidence that the answer obtained is within 10 per cent of the true
mean. How many households need to be surveyed?

If prior estimate of the coefficient of variation on trip rates is 0.5, and the number of
households is assumed to be very great, then the answer is (0.5 x 1.96/0.1)* = 96 house-
holds.

If instead of a large city the survey is to be carried out in a small village with only
100 households then the calculation should use Equation 12.7 to allow for the fact that
the population is of finite size 100. The result is then (0.5 x 1.96/0.1)%/{1 + [(0.5 x
1.96/0.1)/100]} = 49.

12.5 The survey plan

Having chosen the survey instrument and defined the sampling strategy, the survey itself
can now be planned. The plan should comprise a detailed schedule of all the procedures
and stages required in the implementation of the survey and the production of reports.
Figure 12.2 shows an example of such a schedule. Note the inclusion of administrative
details such as discussions with third parties such as the police, staff recruitment/training
and a documentation schedule as well as more fundamental items such as a pilot survey
and the survey itself.

A good survey organiser should seek to ensure the smooth running of the survey sched-
ule by careful advance checking of all equipment and by using only reliable staff and
suppliers. Inevitably, there will be unforeseen problems and upsets and so a certain amount
of slack should ideally be built into the schedule to allow for this. In practice, however, the
survey organiser will often have to balance the desirability of a generous schedule against
the demands of the analysts for data to be made available as soon as possible.
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Fig. 12 . A typical survey schedule (source - reference 1)
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A pilot survey provides an opportunity for checking that all procedures, documenta-
tion and instruments are adequate, and for fine tuning where necessary. If the survey
team has previous experience with this type of survey and if no innovations have been
introduced then the pilot may become a formality — unless of course it is being used to
gather information about the variance within the population as part of the sample design
process. If, however, the survey has innovative aspects the pilot survey becomes a cru-
cial part of the whole exercise. It is at this stage that problems with the survey
instrument, the documentation and the staff training should be revealed so that remedial
action can be taken, or the main survey postponed or abandoned before it is too late.

12.6 Cross-sectional and time series surveys

Surveys may be designed to provide a snapshot picture of the system state at a particu-
lar point in time (a ‘cross-sectional survey’) or may be intended to provide a picture of
the evolution of the system over time (a ‘time series survey’), in which case a series of
repeat surveys, or a programme of continuous monitoring, will be required.

If a survey is to be part of a time series it is clearly important that the definitions of
the sampling units and the sampling frame are kept constant and that potential bias due
to changes in survey procedures is avoided. Selection of the sample for a time series sur-
vey requires particular care because its definition will need to remain valid over the
entire time period — possibly several years. There are two basic approaches to this issue:
one involves drawing a new sample for each wave of the survey while maintaining the
same sampling rules (this is termed a ‘repeat cross-section survey’) and the other
involves repeated observation of the originally defined sample (this is termed a ‘longi-
tudinal survey’ or, if the sample is a group of people, a ‘panel survey’).

Longitudinal or panel surveys have a theoretical advantage in that, since the sample
remains constant, a potential source of unwanted statistical variation is removed and any
differences detected from one survey period to the next can fairly safely be attributed to
an underlying change. On the other hand these surveys suffer from a particular phe-
nomenon known as ‘sample attrition’ whereby the units within the originally defined
sample become ineligible or unavailable. For example, a household may decide that it
no longer wishes to co-operate, it may move to a new address outside the study area or
its members may die. Unless some action is taken this process of attrition will lead to a
change in the sample characteristics and, eventually, to its demise. One approach to
avoiding this is to have a strategy for refreshing the sample by adding new members to
replace those who leave. The new members are normally selected according to the same
criteria used to select the original sample but these may be amended if it is thought
appropriate to try to rebalance the sample to reflect the original distribution of character-
istics.

12.7 Training and motivation of staff

Despite the increased importance of surveys which use ‘automatic’ methods of data col-
lection, most surveys will involve the use of staff as survey assistants, enumerators or
interviewers and it is essential that such people are adequately trained and motivated.
Training can be quite time-consuming, particularly if complex equipment or procedures
are to be used, and there is much to be gained by using staff who already have the
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necessary experience even if they command a higher rate of pay. Similarly, if the task
requires certain aptitudes such as keyboard skills or technical knowledge, this should be
taken into account during recruitment.

Proper motivation of staff will be influenced by a number of factors including con-
ditions of service and rates of pay but will most crucially depend on the design of duties
and rotas which reduce the chances of staff becoming tired, bored, hungry or cold. More
generally it requires a management style which convinces them of the value of the exer-
cise and gives them confidence in its accuracy. Staff should understand the importance
of their own contribution and may be motivated by the knowledge that their contribu-
tion can be identified in the data.

12.8 Administration

Even a well designed survey with a well defined purpose, an adequate sampling strategy
and a well trained and motivated staff can fail if the administration is poor. Good admin-
istration involves preparation of a realistic and detailed schedule and maintenance of
comprehensive records of all procedures and documentation involved in the design and
conduct of the survey.
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CHAPTER 13

Observational traffic surveys

P.W. Bonsall and C.A. O'Flaherty

Surveys which do not require the active involvement of the public can be termed obser-
vational surveys with the ‘observation’ being effected automatically or by trained survey
staff. The most common of the observational surveys are inventory and condition sur-
veys, traffic flow surveys, speed, travel time or delay studies, parking surveys,
origin—destination surveys, pedestrian and cyclist movement studies, and environmental
impact studies.

13.1 Inventory and condition surveys

As indicated in Table 13.1, a comprehensive transport system inventory normally
requires details of the networks, infrastructure and facilities associated with all modes
of transport. Some of the required information can be obtained by site inspection but
other information, such as ownership, usage restrictions, charging structures, public
transport fleet and timetable information, will probably involve contacting owners or
operators. It might be thought possible to obtain almost all the required information
from files held by the responsible planning authority. In practice, however, the informa-
tion is often spread between a variety of departments and organisations and it may be
quicker to do a field survey than to try to locate all the requisite files. This state of affairs
is likely to change with the advent of Geographical Information Systems (GIS) which
allow this type of information to be stored and then easily accessed by location (e.g. ‘list
details of all infrastructure at location x’) or according to some system characteristic
(e.g. ‘list locations of all pelican crossings’). Even so it will be necessary to conduct
periodic field surveys to verify the information on file and to ascertain the current con-
dition of the infrastructure. Even with the availability of software to predict the
condition of the infrastructure — e.g. to predict pavement condition as a function of its
construction and the amount of traffic of various types that has used it — it will still be
necessary to conduct periodic field surveys to confirm these predictions.

An inventory field survey will usually begin by obtaining as much information as pos-
sible from pre-existing files, using this information to determine which locations should
be visited and producing annotated maps and plans whose contents the surveyors are
required to verify or update. Only when no previous information can be found will it be
necessary to ask the field staff to compile a complete inventory ab initio. Where the
prior information exists on a GIS or similar system it is becoming possible to dispense
entirely with a hard copy plan and instead to send the surveyor into the field equipped
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with a portable computer containing all the relevant information. The most sophisticated
of such systems can incorporate an automatic auto-location system such as GPS (Global
Positioning Systems) so that the computer can tell the surveyors precisely where they

Table 13.1 Components of a comprehensive transport system

Highways

Network description (details of links and junctions, usage restrictions)
Fundamentat structures (details of bridges, embankments, causeways etc.)
Pavement (construction and surfacing)

Drainage system

Lighting (type, location of lights, control system)

Pedestrian and cyclist crossing facilities {type and location)

Traffic monitoring systems (location and type of sensors)

Traffic control systems (location and type of signals etc.)

Toll systems (location and type of toll systems, charging structure)
Road signs and markings (location, type and wording)

On-street parking/loading facilities

Location and details of restrictions (e.g. start and end point of ‘no waiting’ area)
Location and arrangement of designated spaces or bays

Details of charging structure and enforcement method

Infrastructure {location and type of any meter, ticket machines etc.)

Off-street parking facilities

Location and capacity of spaces and of access/egress points

Type of structure (surface, underground, multi-storey)

Usage restrictions (category of user, type of vehicle)

Details of owner and operator

Method of operation (attendant, entry-barrier, exit-barrier, ticket machine etc.)
Details of charging structure

Public transport infrastructure

Fixed track systems (network details — number and gauge of tracks, segregated or
shared right of way, points, power source, signals, detectors, crossing facilities, rolling
stock, timetable of services)

Bus systems (bus lanes, busways, guide ways, power sources, turning facilities,
laybys, bus detectors, special signals, vehicle fleet, timetable of services)

Passenger access and interchange facilities {location of bus stops, bus stations, rail or
LRT stations, airports, ferry terminals etc.; facilities available)

Facilities for cyclists and pedestrians
Network details (location of designated cycleways, paths, walkways etc.; details of
width, surfacing, lighting, markings etc.)

Canals and navigable rivers

Network details (location, width and depth of channels, locks, tidal restrictions, speed
restrictions, fleet information, timetable of services)

Docking facilities for vessels carrying passengers, vehicles and freight

Freight interchange facilities

Location and description of facilities (e.g. which modes?)

Physical or other restrictions on use (size of vehicle, size or weight of container, type of
goods)

Traveller facilities

Designated/recommended routes (e.g. HGV routes, scenic routes, diversion routes)
Location and description of rest/recuperation/refuelling/accommodation facilities
Location and details of sources of traveller information
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are and what infrastructure should be visible and any new data that are input can be
automatically referenced to the current location.

The most common forms of condition survey are those relating to the road surface,
lighting and traffic signs. These surveys are usually conducted on a routine basis accord-
ing to some carefully planned schedule and it has become standard practice to use
hand-held computers to guide the surveyors along prescribed routes and to prompt them
to record the required items of data. Many of the required observations can be made by
eye by a trained surveyor but some require specialist equipment to quantify aspects such
as deformation or breakdown of the pavement, deterioration in the luminance of light-
ing or of reflectivity of signs and so forth.

Recent years have seen increasing use of semi-automatic survey equipment such as
videos, lasers and light meters which, if housed in a special survey vehicle driven at
‘normal’ speed along a designated route, can provide a permanent record of key para-
meters which can be examined by skilled staff back in the laboratory with a view to
determining which sites or locations require more detailed investigation.

13.2 Vehicle flow surveys

Information on the flow of vehicles past a given point in a specified time period provides
a key input to decisions on the planning, design and operation of transport systems. The
information can be gathered automatically or by survey staff and will normally be dis-
aggregated to indicate the number of vehicles of different types in the traffic stream.
Disaggregation by vehicle occupancy may also be achieved if the count is made by sur-
vey staff rather than by automatic equipment. Depending on the purpose of the survey,
the count may relate to traffic passing along a specified link or may relate to traffic mak-
ing a particular turning movement at an intersection.

13.2.1 When to survey

It is usual to require estimates of the flow for ‘typical’ days, hours or peak hours in the
year and so it is normal to process the survey data to give an estimate of the annual aver-
age daily (AADF), hourly (AAHF) or peak hour (PHF) flows for the site. If data are
collected at a site on a continuous basis for a year or more then these quantities can be
calculated precisely in arrears, but if the count is of limited duration it becomes neces-
sary to make estimates based on what is known about seasonal flow patterns at other
sites.

Table 13.2 shows factors devised by the Department of Transport for estimating
AADF from short period counts at various times of year — note that the expansion fac-
tors are different for different types of road and that each has an associated coefficient
of variation reflecting the uncertainty inherent in the process. Although AADF and other
parameters can be estimated from very short counts, a longer count will always give a
better estimate. It is recognised that flows are more stable in some months than in oth-
ers and that, in the UK at any rate, the most stable periods are generally April/May and
September/October, but even in these ‘neutral’ months the flow can be distorted by the
irregular occurrence of public holidays such as Easter, variability in weather conditions
and local factors such as the dates of school terms. For these reasons it is always wise
to treat flow estimates derived from short period counts with considerable caution.



Table 13.2 Factors for converting short period counts to 24-hour AADF

{(a) Expansion factors (and associated average coefficients of variation) for converting short period counts to 16-hour flows

Non-recreational

Rural long-distance

Length of count Period of count Urban/Commuter low flow {(Mon-Thurs) Recreational

2 hour g S 1% e (17.3%) o0 B8%) %2 (13.2%)
4 hour oo 3 62w 30 (10.2%) 3% 6o e 0.2
6 hour bypeahped 225 (2 2% 2w 22 wew 208w
8 hour 1200 20.00 Toe (3% T (6.0%) T 3% 1% e7%)
10 hour o000 ey B9%) ey 40%) T 0% 13 80%)

(b} Road type M-factors (and associated coefficients of variation) for converting 16-hour
flows to 24-hour AADF

Month Main/Urban Main/inter-urban Recreational/inter-urban
April 1.016 (6.5%) 1.115 (8%) 1.2711 (12%)
May 0.989 (6.5%) 1.071 (8%) 1140 (10%)
September 1.005 (6.5%) 1.016 (8%) 0.062 (11%)
October 1.000 (6.5%) 1.068 (8%) 1142 (12%)

Source: DoT Traffic Appraisal Manual Supplement August 1991
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13.2.2 Manual data collection methods

The traditional method of collecting traffic flow data was to station enumerators beside
the road and require them to record the number of vehicles passing in the designated
direction(s). The record might be kept on one or more tally counters (perhaps with sep-
arate counters for different directions of movement or different classes of vehicle) or on
prepared forms with provision for different categories of vehicle. Depending on the design
of the form, the surveyor might record each vehicle using the five-bar gate counting

Midlink Classified Count Data Sheet 2
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Fig. 13.1 A typical ‘five-bar gate’ turning movement traffic survey form (reduced from
an A4 original)
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system (see Fig. 13.1) or by scoring out the next in a sequence of numbers. At the end
of the survey the totals would then be transferred to a summary sheet. Since about 1980
some survey teams have been replacing the tally counters and survey sheets by hand-
held data loggers which have an inbuilt clock to indicate the start and end of the survey
period and which can have their keys designated for different classes of vehicle or dif-
ferent streams of traffic. Use of these devices is therefore particularly advantageous when
the survey requires simultaneous monitoring of several streams of traffic and separate
recording of different categories of vehicle (see reference 1 for further details).

Manual recording of traffic flow by survey staff is still common for one-off or ad hoc
short period counts and by organisations who cannot justify the investment in more
expensive equipment, but such surveys are now becoming the exception. It is now much
more usual to use one or other of the automatic counting methods.

13.2.3 ‘Automatic’ data collection methods

Automatic counters comprise one or more sensors and a recording device. There are
many different types of sensor and the choice between them will depend on site condi-
tions. The most popular types include: (a) pneumatic tubes of about 25 mm O.D. that
are fixed across the surface of the carriageway and are momentarily ‘squashed’ as each
wheel passes over them, causing a pulse of air to be sent to an airswitch and hence to
the recording device; (b) various forms of noisy cable that are fixed across the surface of
the carriageway and contain concentric cores which, by a tribo-electric or piezo-electric
effect, generate or vary an electric current when squashed by a vehicle’s wheel,
(¢) inductive loops buried 25~50 mm below the surface of the carriageway and energised
with a low voltage, or magnetic field detectors mounted in small housings on the surface
of the carriageway, which can detect the electromagnetic disturbance caused by the
proximity of large metal objects such as vehicles; (d) the interruption by a vehicle of
photo-electric beams transmitted across the carriageway can be recorded, or alternatively
the Doppler effect can be used to detect moving objects causing a disturbance in the
reflected signal from a beam transmitted along the carriageway; and (e) computer analysis
of the pixels making up a video image can detect the presence of moving vehicles.

Of these, the inductive loop is particularly suited to permanent installation because,
although expensive and disruptive to install in the first place, it has a long life with min-
imal maintenance; it is therefore popular at sites where a continuous count is required.
Many authorities are now adopting the practice of installing loops in new or resurfaced
roads before opening them to traffic and then connecting them up as and when they are
required.

The pneumatic tube is easier and less disruptive to install than loops but, being sur-
face mounted, is more prone to general wear and tear and more specific damage by
heavy vehicles or vandals. Pneumatic tubes are therefore usually restricted to counts of
limited duration — typically less than two weeks, depending on traffic flow and site
conditions.

The most popular of the photo-electric beam systems is an infra-red beam transmit-
ted by light-emitting diodes (LEDs) to photo-transistor receivers. The transmitters and
receivers may be located on opposite sides of the carriageway or, if a reflector is used
on the opposite side, adjacent to each other. Alternatively, if the flow in separate lanes
is to be differentiated, the beam can be transmitted vertically downwards from an LED
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mounted over the carriageway and reflected back up to a receiver by a reflector on the
carriageway surface. Photo-electric beam equipment can be moved from site to site but
can operate successfully at a fixed site under a range of climatic conditions as discussed
in reference 2.

Modem recording devices are able to accept data from several sensors simultaneously
and, using appropriate logic, can deduce parameters such as the direction, speed, and
spacing and headway of vehicles from an array of sensors across the carriageway. These
multi-sensor sites may use a range of different types of sensor or may take advantage of
the fact that different configurations of inductive loop sensors can provide data on vehi-
cle type and speed. This information, or a simple count if that is all that is required, can
be stored in solid state memory in the roadside unit pending a visit by survey staff or can
be sent by telemetry to a central site. Use of telemetry is becoming the norm for the count-
ing sites which make up the perrnanent core of national vehicle flow monitoring systems.

The relative advantages and disadvantages of the different methods of counting vehi-
cles are reviewed in more detail in reference 3.

The accuracy of vehicle flow data derived from automatic counters depends crucially
on favourable site conditions and correct installation of the equipment; tubes, loops and
cables require a firm and even road surface, and all sensors perform best if the traffic
flow is relatively smooth, without erratic vehicle trajectories and sudden changes in
speed and without any overtaking within the sensor’s field. Care needs to be taken to
ensure sensors are correctly installed — for example cross-carriageway sensors must be
securely fixed at right angles to the flow of traffic. Care should also be taken to ensure
that equipment is adequately secured against vandalism and theft. Once correctly sited
and installed the equipment should be tested and its sensitivity adjusted to detect all
required vehicles (for example the sensitivity may need to be increased if bicycles are
to be detected) while minimising extraneous noise. Accurate ‘tuning’ of inductive loops
is a particularly skilled task because as the sensitivity is increased so too is the possi-
bility of unwanted ‘side firing’ by vehicles in adjacent lanes.

Periodic site visits may be necessary to check that sensors are still in good condition.
Common problems include surface mounted sensors which have come loose or been
dislodged, pneumatic tubes which have been cut or suffered from moisture ingression,
and photo-electric reflectors which have become obscured. If the sensor is connected by
telemetry to the central office, a fault on site may show up as an anomaly in the read-
ings and site visits may not be necessary until there is evidence to suggest that a problem
has developed.

13.3 Vehicle weight surveys

Vehicle mass data are critical to the structural design and management of highways and
bridges, and are used regularly in transport planning and economic studies. Historically
these data were collected in surveys which involved diverting samples of commercial
vehicles into roadside weigh stations equipped with portable or fixed measurement
devices (capacitive mats and weigh bridges respectively). These gave very accurate
mass results and drivers could be interviewed for supplementary information. However,
the operational costs were high both for the surveyors and vehicle operators, and suit-
able survey sites could be difficult to find and expensive to establish. More importantly,
however, the widespread usage of CB radios in the freight industry in recent times
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means that advice regarding the locations of survey sites is easily disseminated and the
data can be biased by avoidance.

The trend is now toward using weigh-in-motion systems not easily detected by dri-
vers. Typically these involve strain gauges attached to bridges or box culverts or
piezo-electric cables set into the carriageway. In the case of piezo-electric sensors an
electrical charge is generated in the cable as the vehicle wheel passes over it, the charge
being proportional to the pressure exerted. In either case the data are read directly into
computer storage. These systems are often integrated with other sensors which can pro-
vide data on vehicle numbers, axle loads, classifications and speeds. Weigh-in-motion
systems have the advantage that representative samples of vehicle mass are easily
obtained and analysed, and time-related relationships can be established. Further, the
axle masses obtained are the actual dynamic forces applied and thus may be more use-
ful than static masses for design and monitoring purposes.*

13.4 Spot speed surveys

Spot speeds are the instantaneous speeds of vehicles at the observation site. They are
commonly required in accident analyses, and used to assess the need for, and impact of,
traffic management and control measures/devices, e.g. speed limits, signal settings, road
markings, speed-change lanes, no passing zones, traffic signs, and pedestrian crossings.
Spot speed surveys are carried out as inconspicuously as possible to minimise the influ-
ence of the observer(s) and equipment upon the vehicles surveyed.

13.4.1 The sampling process

Manual spot speed data collection is normally based on randomly sampling individual
vehicle speeds over short time periods. If the target population is free-flowing vehicles,
the survey should be carried out during off-peak travel periods, when the speeds of iso-
lated vehicles and bunch leaders are easily measured. If the target population comprises
all vehicles, care must be taken to ensure that the speeds of successive vehicles in the
sample can be measured; if this cannot be achieved, for example if there is too much
bunching, sampling bias can be minimised by measuring the speed of the second vehi-
cle to arrive after completing the previous observation.

The minimum number of vehicles to be sampled in order to achieve a given degree
of accuracy can be determined from

S Q+u?)
n=—m—————=
2¢*

where n = minimum number of measured speeds; s = estimated sample standard devia-

tion; e = allowable error in the speed estimate; k = a constant corresponding to the

number of standard deviations associated with the desired confidence level (e.g. 1 for

68.27 per cent, 2 for 95.45 per cent, 3 for 99.73 per cent), and ¥ = a normal statistical

deviate corresponding to the percentile being estimated, e.g. 0.00 for the mean or 50 per-

centile speed, and 1.04 for the 15th or 85th percentile speed, assuming the speed

distribution is normal. For example, the minimum sample size required to say with

95.45 per cent confidence that the 85th percentile speed of measured vehicles lies with-
in £1.5 km/h of the true target population speed is given by

(13.1)
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. s2(2)’(2+1.04%) (13.2)

OO 2.7395%

The estimate of the standard deviation is often available from previous studies on simi-
lar roads. If a reliable estimate is not available, the s should be obtained from a pilot
survey (which can also be used to check on the adequacy of the sampling method, effi-
ciency of organisation, etc.).

13.4.2 Measurement methods

The three methods most commonly used to collect spot speed data are (1) electronically
measuring the time taken by a vehicle to cross two parallel detectors located closely
together, on or in or over the carriageway, e.g. two pneumatic tubes, cables, inductive
loops, or infra-red beams; (2) using video or closed circuit television (CCTV) to mea-
sure the distances travelled by vehicles during a fixed time-interval or the times taken to
cover a fixed distance; and (3) manual measurement using a radar speedmeter.

With parallel detector methods it is important to ensure that the detectors are pre-
cisely parallel and far enough apart to allow accurate readings (see reference 5 for a
discussion of the errors associated with different spacings). Pairs of pneumatic tubes or
cables are suitable for temporary surveys but, due to the visibility of the tubes and cables
to drivers, they may not always provide unbiased data. When choosing between cables
and tubes for this task it should be noted that the cables provide a cleaner signal but are
more expensive. Inductive loops are expensive and disruptive to install but are less vis-
ible to the drivers and are very suitable for use at permanent survey sites. The equipment
involved in using pairs of photo-electric beams can, if appropriately located, be invisi-
ble to drivers and this technology is very popular for automatic speed surveys in some
countries.

Video and CCTV are increasingly popular as an ‘automatic’ source of spot speed data.
Their particular advantage, which they inherit from the now obsolete time-lapse pho-
tography using 16 mm film cameras, is that, if the images are stored on videotape or
digitally, the raw data can be revisited to provide information on other aspects of the
scene such as vehicle classifications, volumes, headways and overtaking manoeuvres. A
convenient way of extracting speeds from video images is to record the distance trav-
elled by all vehicles between a particular pair of frames and then to estimate the

space-mean speed ( X,) as:
l
L (13.3)

nt

X=

where 1] is the distance travelled by the jth vehicle, n is the number of vehicles common
to consecutive frames, and ¢ is the time elapsed between frames. Alternatively, particu-
larly if the observed traffic is slow moving, one can determine the average time
(measured by the number of frames taken by a vehicle to cover a specific distance e.g.
between two points marked on the kerb). This produces a time-mean speed ( %, ) defined
as
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dn
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where d is the specified distance, . is the time taken by the jth vehicle and n is the num-
ber of vehicles sampled. The time-mean speed is, of course, the version of spot speed
derived from pairs of detectors.

The time-mean and space-mean spot speeds will always be different from each other
except in the unlikely event that all vehicles are travelling at the same speed. In practice
this means that when conducting before-and-after speed surveys the same measurement
method should be used to ensure that any speed differences are true reflections of the
change in road conditions.

Manual surveys are usually conducted using radar speedmeters. These are convenient
to use and can produce accurate data but particular care needs to be taken to avoid the
surveyors being visible to drivers because radar is associated with police enforcement
and so causes drivers to slow down. It should also be noted that some vehicles carry,
legally or otherwise, equipment which can detect radar and so the survey may be known
about even if the surveyors themselves are inconspicuous. This can be a particular prob-
lem when the target population of vehicles includes a high proportion of commercial
vehicles which are in contact with one another by CB radio.

Radar speedmeters work by directing a continuous beam of high-frequency micro-
waves onto a target vehicle which bounces them back to the transceiver at a slightly
different frequency. This change in frequency (the Doppler effect) is directly proportional
to the speed of the vehicle irrespective of whether it is approaching or moving away
from a stationary speedmeter.

The operating range of a radar speedmeter can be as high as 2—3 km in open country,
but a typical range is about 500 m. There is a limit to the closeness of a vehicle to a speed-
meter as it must be in the transmitted beam for about two seconds if a reading is to be
obtained. Radar speedmeters are used most effectively when vehicles are moving freely
and unlikely to overtake or mask each other, e.g. on single-lane roads, and on two-lane and
multi-lane roads with traffic volumes less than 500 veh/h and 1000 veh/h, respectively.
Speeds observed by these speedmeters are typically slightly less than the true speeds, with
the relative error decreasing as speeds increase. This results from the fact that most of the
equipment rounds the observed speed down to the nearest whole number, and from a con-
sistent angle-of-incidence error; for example, if the angle between the beam and the
vehicle path is 15 degrees (typical practice) and the true speed of the vehicle is X km/h,
the observed speedmeter reading will be X, cos 15 (which is consistently less than X).

13.5 Journey speed, travel time and delay surveys

Typically journey speed, travel time and delay surveys are carried out over road-network
sections to: identify the causes and locations of traffic congestion; measure the before-
and-after impacts of road and traffic management improvements; provide inputs for
transport planning/trip assignment/route diversion models; and facilitate the economic
analysis of alternative transport improvement proposals.

Unlike spot speed surveys, these surveys provide information about speeds over a
significant stretch of road or an entire route. Journey speed is defined as the distance
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travelled divided by the total travel time. This travel time includes the running time, i.e.
when the vehicle is in motion, and stopped time, i.e. when the vehicle is at rest at traf-
fic signals, in traffic congestion, etc. The total travel time also contains the travel-time
delay, i.e. the difference between the actual travel time and the travel time measured
under non-congested traffic conditions.

The survey data can be collected by observers located at strategic positions along the
designated route (‘stationary observers’) or by vehicle-borne observers (‘moving
observers’). In each case there are several techniques available.

13.5.1 Stationary observer methods

The most popular of the stationary observer techniques is the licence plate survey
whereby the time taken by each vehicle to travel between two points is deduced from
the difference between the times at which its licence plate was recorded passing the two
locations. In its simplest form this survey involves observers with synchronised watches
and a data sheet onto which they write the licence number and precise time of each pass-
ing vehicle. The task is simplified if the watches have digital readouts. If the traffic flow
is too high to record the complete licence number of every vehicle an agreed observa-
tion of the number (e.g. first 4 digits) may be used and an agreed sample of the flow (e.g.
odd numbered vehicles only) can be taken. A single observer can accurately record
about 90 per cent of plates at vehicle flows up to about 600 veh/h. Higher flow rates (up
to 1100 veh/h) can be accommodated if two observers are available at each site, i.e. one
to read out the numbers while the other writes them down, or if the single observer
speaks the data into an audio tape recorder. The problem with the audio tape method is
that significant time and effort is subsequently required to transcribe the tapes.
Automatic transcription machines involving speech recognition may eventually solve
this problem but have not done so yet.®

If the target traffic flow is less than 500 veh/h (or can be reduced to this by an appro-
priate sampling strategy) then the most efficient method of collecting the licence plate
data is to have the observers type them directly into a portable computer or datalogger
which will automatically provide an accurate time label for each vehicle and which can
transfer the data directly to an analysis computer without any need for transcription.'

Video has for some years been used as a medium for collecting licence plates but it
has suffered from the fact that there are relatively few sites at which a good camera angle
can be found (the traffic has to be well spaced and an end-on view is desirable — such
as can be had from gantries or bridges over motorways) and the transcription process
has been expensive, time consuming and error prone. However, the recent development
of software which can locate and read licence plates from a digital image has overcome
the transcription problems and it is now economically feasible to set up continuous,
fully automatic, video-based licence plate surveys.’

The effectiveness of license place surveys as a source of travel time data is, of course,
dependent on there being a good number of records ‘matched’ between the two survey
sites. (Depending on the variability of travel times it is generally thought desirable® to
obtain at least 50 matches before attempting to calculate a mean.) The probability of
obtaining matched records depends of course on the volume of traffic at each site and
the amount of traffic common to both sites. The method is therefore most effective
where there is relatively little traffic joining or leaving the route between the two sites.



Journey speed, travel time and delay surveys 243

Where the amount of joining and leaving traffic is negligible or non-existent (as on a
motorway between intersections) a simplified survey method known as the input-output
method can be used to estimate the mean travel time ( 7). The method typically involves
designating a cohort of 50 or so vehicles between a pair of marker vehicles (which might
be driven by survey staff or, preferably, a pair of conspicuous vehicles whose identity
can be radioed, or phoned, from the upstream site to the downstream site) and then
recording the clock time at which each one passes the upstream site and the clock
time at which each one passes the downstream site and then applying the following

formula:
ch Zcu (13.5)

n

where cu_ is the clock time for the ith vehicle at the upstream site and cd, is the clock
time for the ith vehicle at the downstream site. Note that this method allows vehicles to
overtake one another within the cohort but is dependent on no vehicle overtaking, or
being overtaken by, either of the marker vehicles.

The input-output method can also be used to estimate queuing time in a single lane
queue but a related technique known as the queue analysis method is more generally
applicable for estimating mean delay time in a queue. It simply involves recording the
number of queuing vehicles at periodic intervals and keeping a note of the number of
vehicles which get through to the end of the queue. The average delay ( d) is then given

by the following formula:
X /f (13.6)
n

where ¢ is the length of the survey period, g, is the number of vehicles queuing in the ith
interval, # is the number of intervals and fis the total throughput of vehicles during the
survey period. It is important, when using this method, to avoid specifying an interval
between queue counts which is a factor or multiple of the cycle time of any adjacent
traffic signals since this would introduce a bias into the queue length estimate.

The above methods can provide useful estimates of journey time or queuing time but
they cannot reveal anything about the location or cause of delays along the route. This
information can only be obtained by using one of the moving observer methods
described below or by positioning an observer in a high building or mounting a video in
a high building or perhaps on a telescopic mast, such that the progress of individual
vehicles can be monitored, noting their arrival time at predetermined points and the
nature of any delay en route. This path-trace method is very labour intensive and must
be very carefully operated to avoid bias® but, nevertheless, it can be an effective method
of collecting speed and delay data on relatively short stretches of city streets.

13.5.2 Moving observer methods

These methods involve vehicle-borne observers measuring the time taken for their vehi-
cle to complete a specified journey. The simplest and most popular method is the
Sloating car method whereby the driver of the test vehicle is instructed to drive so as to
safely pass as many vehicles as pass the test vehicle over the length of the route. If this
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is achieved, the test vehicle is said to be ‘floating’ in the stream of traffic and its mea-
sured travel time can be taken as an estimate of that for the stream as a whole.

On urban roads with significant levels of platooning from traffic signals, safety con-
siderations may not make it possible to achieve a perfect ‘float’. In such cases, the driver
is instructed to travel at the legal speed limit except when impeded by the traffic condi-
tions; this is called the maximum-car method. More accurate results are obtained by
gathering extra data with which to ‘correct’ for failure to achieve a perfect float.’ The
corrected moving observer method involves driving the test vehicle over the study route
at a safe and comfortable speed while another vehicle travels in the opposite direction.
The following equations are then used to calculate journey time ( 7):

Pt W, +t)
d x+y (13.7)
and
v=1l/tf (13.8)

where ¢ = measured journey time for the specified direction, ¢, = measured journey time
in the opposite direction, x = number of vehicles in the stream travelling in the spec-
ified direction which are met by the observer travelling in the opposite direction,
y = number of vehicles that overtake the observer minus the number overtaken while
travelling in the specified direction, / = route length, and ¥ = average space-mean speed
in the specified direction. While 12—16 runs in each direction are normally sufficient to
give reasonably accurate results, the heavier the traffic the less the number of runs
required. Whatever the number of runs, the values of x, y, ¢ and ¢ used in Equation 13.7
are the averages of the individual values obtained. If the mean speed of a certain class
of vehicle is required the procedure is the same except that the only vehicles taken into
account are the designated type. Resources are saved by using one car instead of two but
this risks introducing sampling errors associated with changing traffic environments.

Moving observer methods can be used to record not only the extent but also the causes
of travel time delay. For example, as the test vehicle moves along the route an observer
can log the stopping and starting times, and locations of delays caused by events such
as parking/unparking vehicles, pedestrians, conflicting vehicles at uncontrolled inter-
sections, or queues at signals. These can then be analysed to determine the most
important causes of delay or travel time variability.

13.6 Origin-destination cordon and screenline surveys

A useful picture of local traffic movements can be built up by defining one or more cor-
don(s) and screenline(s) in a local area, noting the licence plates of vehicles crossing
these cordons or screenlines and then using special software to match the records so as
to produce a matrix of flows. The licence plates can be recorded by one of the methods
described in the previous section, except that there is no need to keep so precise a record
of the time at which each vehicle passes the station. Again, if the flow at some sites is
too high to allow the licence plates of all vehicles to be recorded, it is wise to agree in
advance what particular subset of the total vehicle population is to be surveyed.
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The method is, of course, dependent on accurate records having been kept and on suf-
ficient data being collected to quantify the flow in the least popular cells in the matrix.
A misrecorded plate cannot, of course, be matched and, given the likelihood of a certain
amount of misrecording, some of the software allows ‘near misses’, such as those which
might be due to recording an R for a B or a C for an L, to be matched. This can improve
the number of matches but must not be overused lest it result in spurious matches which
would distort the matrix.!'® Spurious matches may also be caused if licence plates have
not been recorded in full. For example, it can be seen that A123 BCD and E123 FGH
could be spuriously matched if only the digits had been recorded. Yet another potential
source of error in the matrix would be a failure to allow for the normal travel time
between survey sites. However, sophisticated matching software is now available that
will ‘realise’ that the first few records of vehicles leaving the study area at the beginning
of the survey period, and the last few entering it at the end of the survey period, should
be ignored rather than regarded as representing internal-to-external and external-to-
internal flows respectively.

The matrix resulting from the matching process can be factored up to a complete
matrix by using the Furness procedure (see Chapter 5) to match it to total flow counts
taken for each direction at each site.

13.7 Parking use surveys

Information about the amount, location and duration of parking is clearly essential to the
formulation of parking policy and to proper management of the parking stock. An
important preliminary to any parking use survey is the careful definition of the survey
area and of the best time to conduct the study. The survey area may need to be more
extensive than first envisaged because drivers may be walking considerable distances
from their parking space to their final destination. The timing of parking surveys is
dependent on objectives of the surveys, the characteristics of the survey area, and the
variation in usage likely to be experienced throughout the week. In most British towns,
seasonal demand for parking is at an ‘average’ level in September and October. Days
immediately preceding or following holidays, special shopping days, or days when
shopping hours differ from the usual are not normally selected; however, there may well
be instances when it is appropriate to carry out a special study on, say, a market day or,
in the case of a holiday resort, at special times of the year. Where the survey area
includes fringe residential areas, care should be taken to ensure that the results can also
be considered separately from the remainder of the data.

The simplest form of parking use survey is the accumulation survey (sometimes
known as a concentration survey). This survey, which provides information regarding
the total parking accumulation within the survey area at any given time, can be obtained
by making a tour around the area and noting the number of vehicles parked in each part
of the area or by drawing a cordon around the area and counting the number of vehicles
entering or leaving the cordon (the accumulation of vehicles inside the cordon at any
given moment can be deduced from the difference between the numbers entering and
leaving). The cordon count is usually started early in the moming when the numbers of
vehicles already within the cordon are most easily estimated, and continued through the
day. The total parking accumulation at any given time (usually every hour) is then the
previous accumulation plus the vehicles entering the cordoned area minus the number
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of vehicles exiting the area less an allowance for the number of vehicles estimated to be
circulating within the survey area.

While the above accumulation survey provides information on the total number of
parked vehicles, it provides no data regarding their duration of stay. To obtain this infor-
mation it is necessary to carry out a duration survey. The simplest form of duration
survey is equivalent to the input-output survey described in Section 13.5.1 and uses
average entry times and average exit times to produce an average duration of stay. If
more detailed information is required on the distribution of durations of stay then it is
necessary to identify individual vehicles by noting their licence plates. The most
straightforward method of doing this is the sentry survey whereby the surveyors are
positioned where they can record, using either pencil and paper, audio tape recorders or
hand-held computers, the licence plates, and entry and exit times, of all vehicles enter-
ing or leaving the parking area.'' Matching software can then be used to deduce the
length of stay of each vehicle in the same way as was done to deduce journey times. This
technique is very efficient for studying large car parks with a limited number of
entry/exit points or for area studies when the area can be defined by a cordon with a lim-
ited number of entry/exit points.

If parking use data are required for individual on-street spaces or for small car parks,
the sentry method is not efficient and the preferred method is the parking beat survey.
This method requires surveyors to patrol a predefined beat at a fixed interval and to
record the registration plates of vehicles which are parked when the surveyor reaches
them. The duration of stay of each vehicle at a given location can then be estimated by
multiplying the number of occasions on which their presence was noted at that location
by the beat interval. The method is, of course, not completely accurate and can produce
unrealistically low estimates of usage and unrealistically high estimates of average dura-
tion if the beat interval is too long to pick up the more transient parkers.

The traditional version of the parking beat survey, based on pencil and paper records,
required the surveyor to check his or her records on each visit to ascertain whether a
given car was ‘newly arrived’ or ‘still there’ — the licence plates of newly arrived vehi-
cles were recorded, while for each “still there’ vehicle a tick was added to show that it
was present for another interval. This method was well suited to semi-manual analysis
(the number of ticks for each vehicle indicated the number of visits for which it was pre-
sent) but the method was slow and error prone — particularly when one surveyor passed
records to another at the change of shift. More recent practice involves keying in all
licence plates to a portable computer on each visit and then allowing specialist software
to do all the necessary matching and analyses.

Parking beat surveys may be made more detailed by requiring the surveyors to note
not only the licence numbers but also the type of space, the vehicle type, whether the
vehicle is legally parked, whether it is displaying a disabled badge or other permit and
so on. Collection of such data enables separate estimates to be made of the parking
behaviour of different categories of user and the usage of different categories of space.

At the increasing number of sites where a fee is payable, or access/egress are con-
trolled for some other reason, it may be possible to obtain data on parking usage, and
perhaps on durations of stay, direct from the car park operators. Ticket receipts may
record the numbers of parkers and the amount of parking time purchased. Where the
payment is made on exit, data on precise durations of stay may be available. Factors are
required to correct for underestimation of parking volume due to failure by some drivers
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to buy tickets, or of some attendants to issue them, and to correct for over-purchase of
time at pay-on-entry car parks, on-street meters, or other pre-purchase systems. The nec-
essary factors may be estimated by comparing estimates derived from analysis of ticket
receipts with data from a more conventional survey carried out inconspicuously so as
not to affect the behaviour of parkers or attendants. Further details of this source of park-
ing data are contained in a recent review.?

Data from any of these sources can be processed to produce estimates of a number of
useful quantities including: (a) space occupancy, i.e. the proportion of spaces occupied at
any time (this is the concentration divided by the total number of spaces); (b) turnover,
i.e. the average number of vehicles using each space throughout the survey (this is the
total number of vehicles observed divided by the total number of spaces); (c) turnover
rate, i.e. the turnover divided by the number of hours over which the survey was carried
out; (d) average duration, which is the summation of all vehicle-hours of parking divided
by the total number of vehicles observed; and (e) the proportion of overtime parkers, i.e.
the number of vehicles with durations in excess of the legal parking time-limit divided
by the total number of vehicles parked in legal spaces.

13.8 Surveys of pedestrians, cyclists and public
transport use

The planning and design of pedestrian and/or cycle facilities and of public transport ser-
vices should obviously reflect their anticipated usage. Surveys to provide information
about current usage are often carried out at intersections, at mid-block crossings, along
pathways, or at public transport stopping places. Parameters measured in observational
pedestrian and cycle surveys typically include: volume and classification, (local) origin—
destination, travel time and delay, conflict, path route, speed, arrival time and queue
behaviour. Most surveys are carried out manually with observers recording the data on
paper, audiotape or portable computer. Counts may be disaggregated according to the
age and sex of the pedestrian or cyclist and by any obvious handicap or encumberment
they are suffering. Counts may be derived automatically in the case of cyclists or, even,
using photo-electric beams, of pedestrians if they are moving through a well defined
passage (e.g. a turnstile) with little opportunity for overtaking.

Local origin—destination information, travel times, speeds, routes, and delays and
their causes may be examined by observers stationed at high vantage points, as
described in Section 13.5.1. Video recording is particularly useful, despite the high costs
of analysis, because it provides a complete picture of events which can be analysed and
reconstructed without danger of missing anything.

Estimates of the usage of particular public transport vehicles or services can be made
by estimating vehicle occupancy from the roadside or, more accurately, by counting
boarders and alighters at each stop. Depending on the vehicle capacity and stop fre-
quency this may be best achieved by putting survey staff at each stop or on board each
vehicle. Photobeam technology is available'® to count automatically the number of
boarders and alighters but it is as yet too expensive to be warranted on more than a small
sample of the fleet. Depending on the ticketing system in force it may be possible to
derive key statistics about passenger flows from analysis of receipts but the growing use
of flat rate tariffs and of prepaid tickets makes this increasingly difficult. (On the other
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hand the introduction of smartcard-based tickets which might be read on exit as well as
on entry to the vehicle may herald a very rich source of data.) A major source of data
which is already available is the on-board ticket interview survey whereby passengers
are asked to show their tickets and provide data about their journey — this however is a
participation survey rather than an observation survey and so is more appropriately dealt
with in Chapter 14.

13.9 Environmental impact surveys

The impact of some environmental detriments, e.g. noise and air pollution, can be mea-
sured quantitatively. Others, e.g. severance and visual intrusion, involve qualitative
inducement. The quantifiable aspects are dealt with in this section while leaving the
qualitative issues to Section 14.6.

13.9.1 Noise impact surveys

Noise is unwanted sound. Sound is the sensation produced in the ear as a result of fluc-
tuations in air pressure. The basic pressure, zero decibel (dB), is the level of the weakest
sound at 1000 Hz which is just audible to a person with good hearing at an extremely
quiet location. The decibel scale is logarithmic, so that an increase of one dB indicates
a tenfold increase in the sound pressure level. Sound energy is emitted in different fre-
quencies or pitches. Thus the decibel by itself is limited as a measurement of sound as
it does not take into account the ear’s decreasing response to low frequencies.
Consequently, sound meters are usually fitted with special attachments which allow
sound to be studied in different frequency ranges. One such attachment, the A-filter,
gives a greater emphasis to the medium and high frequencies to which the human ear is
most sensitive. The A-filter is used in traffic noise studies, and its measurements are
noted as decibels weighted on the logarithmic scale, dB(A).

In practice the ambient noise level at the roadside will vary continuously.
Consequently, a number of measures are used to represent noise levels; for instance, the
L, level, often referred to as the peak level, is the sound level exceeded 1 per cent of the
time, the L level is the sound level exceeded 10 per cent of the time, L, is the median
sound level, and L | is a sound level which is representative of all sound levels through-
out the period of measurement, e.g. a full day. Most usually, however, noise levels are
expressed in terms of the indices L, (1 h) dB(A), which is the level that is exceeded 10
per cent of the time over a measurement period of one hour, or L, (18 h) dB(A) which
is the arithmetic average of the L, (1 h) values for each of the 18 one-hour periods
between 6 a.m. and 12 midnight. Social surveys have shown that people’s annoyance
with noise correlates well with an L, (18 h) level of about 68 dB(A) and hence it is this
measure which receives greatest attention in noise surveys.

Most noise measures consider the entire traffic stream rather than individual vehicles
as the noise source. Thus the source of traffic noise is normally taken to be on a line 3.5 m
in from the nearside carriageway edge (excluding bus laybys, hard shoulders and hard
strips) and 0.5 m above the carriageway. Measuring equipment used in surveys typically
comprises a microphone with windshield and preamplifier, measurement amplifier,
attenuators, magnetic tape recorder (for subsequent analysis), meter for visual display
of noise readings, and a calibration noise source. The measurement (reception) point for
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the microphone is normally at a height of 1.2 m and at least 4 m from the nearside edge
of the carriageway but within the boundaries of the site being evaluated. In the case of
a survey involving residential buildings the measurements are usually taken 1 m from
the building facade facing the roadway.

Weather conditions, especially wind speed and direction, are critically important
when taking noise measurements.'* Thus, the microphone should be located so that (a)
the wind direction gives a component from the nearest part of the road toward the mea-
surement point that exceeds the component parallel to the road, (b) the average wind
speed midway between the road and the measurement point does not exceed 7.2 km/h
toward the microphone, and (c) the wind speed at the microphone does not exceed 36
km/h in any direction. In all cases a windshield should be used on the microphone and
measurements taken only when the peaks of wind noise at the microphone are at least
10 dB(A) below the measured L . Unless there are special reasons the noise measure-
ment is taken only when the road surface is dry.

The sampling time required to obtain a valid L,, measurement can normally be
obtained from the following equation:

4000 120
t=(—+—) (13.9)
q r

where ¢ = minimum sampling time, minutes, g = total vehicle flow, veh/h, and r = reg-
istration rate, samples/minute. This equation is applicable provided that ¢ 2 100 veh/h
and r > 5 samples/minute; also ¢ should never be less than 5 minutes in any one hour. If
g < 100 veh/h, then r should be at least one sample per second and measurements taken
for the full hour.

13.9.2 Air quality surveys

The main air pollutants emitted by motor vehicles are carbon monoxide, nitrogen
oxides, oxides of sulphur, hydrocarbons, and lead and other particulate matter and
fibres. As these are dissimilar in their chemical properties, each must be measured in 2
different way.

Vehicle emission surveys are carried out either in the laboratory or on the road.
Laboratory testing, which involves simulating the acceleration, deceleration and speed
profiles of typical vehicles in the traffic stream (e.g. floating cars) and capturing the
exhaust emissions for evaluation, has the advantage that the test conditions are strictly
controlled and more easily replicated. Its disadvantage is that its correlation with traffic
stream conditions may be suspect. On-road testing is carried out using instrumented vehi-
cles travelling in the traffic stream, and measuring their fuel consumptions. Emission
rates are then correlated with fuel consumption rates to estimate actual emissions.

Where an estimate of air quality at a particular site is required detectors can be placed
at the site and readings taken. Many cities now have permanent air pollution stations
located throughout their metropolitan areas. However, these area-wide field measure-
ment systems measure pollution data from all sources and not just traffic pollutants.
Thus, when monitoring the effects of various transport schemes on air pollution, it is
usually necessary to take before-and-after measurements at a number of road-side
reference points.
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In response to the growing interest in air quality issues a number of manufacturers
have begun to produce equipment for monitoring specified pollutants. Interesting recent
developments include equipment for instantaneous analysis of gases such that they can
be attributed to individual passing vehicles, and air quality monitoring equipment which
is combined with traffic counting/classifying equipment to produce a combined record
of traffic flow and composition along with levels of key pollutants.

13.9.3 Visual impact surveys

Estimation of the visual impact of the infrastructure associated with a new scheme obvi-
ously and quite properly involves qualitative/aesthetic judgement (see Section 14.6). It
is, however, possible to estimate the impact in quantitative terms as the proportion of the
pre-existing view which has been, or is likely to be, obscured by the infrastructure. Such
estimates can be made from representative locations (e.g. at intervals along an existing
road or from the front entrances of existing premises) by analysis of photographs or, if
the scheme is not yet in place, of photomontages.

The method involves taking a photograph of the existing view and measuring the pro-
portion of the previous view which is obscured by the infrastructure. If the infrastructure
is already in place this is a simple procedure; if it is not then it is first necessary to cre-
ate a photomontage of what the view would be like after completion of the scheme.
Weighting systems can be used to give greater importance to obscuration of the psy-
chologically dominant central field of view and less to the peripheral view.

13.9.4 Estimation of severance

A quantitative estimate of the extent to which a new scheme has disrupted, or might dis-
rupt, a given community cannot tell the whole story because it cannot fully capture the
attitudinal dimension, but it does nevertheless provide a useful indicator of community
severance. The recommended method of estimating severance involves quantifying the
pre-existing flows, by all modes of transport including walking, that are to be affected
by the scheme and, for each affected movement, estimating the extra inconvenience
(normally measured in additional journey time or distance) that is caused by the scheme.
The basic data requirement is therefore a field survey of movements across a screen-
line prior to commencement of work on the scheme. This might be done manually or
using video or automatic counters depending on the nature or volume of the flows.
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CHAPTER 14

Participatory transport surveys

P.W. Bonsall and C.A. O’Flaherty

Surveys which require the active involvement of those being surveyed in some form of
interview, questionnaire or discussion may be termed ‘participatory surveys’. These sur-
veys can supplement observational surveys by providing much more detail on individual
travel patterns and by providing information on the characteristics of the travellers, their
attitudes towards travel and their reasons for making one kind of trip rather than another.
A major transportation study may require information on all these aspects and may use
a combination of discussion groups, interviews and questionnaires to obtain it. This
chapter covers only the principal issues involved in organising such surveys and the
reader is-advised to consult more specialist sources for further details (see for example
references 1 and 2).

14.1 Group discussion

Discussion groups or focus groups are primarily used at the early stages of a study to
obtain an insight into the factors or issues which feature most strongly in the minds of
residents and users or potential users of a transport facility. The discussion group will
often be made up of community representatives and be ‘moderated’ by a skilled inter-
viewer who leads the discussants to express their views on the central topic freely
without introducing any bias into the discussion. Analysis of the points raised, often
by means of careful analysis of a taped transcript, can help decision-makers to take
account of public opinion or, more usually, can provide the basis for a more formal
questionnaire or interview. (See reference 3 for further details of the use of discussion
groups and see section 14.6 for further detail on analysis methods.)

The discussion/interviews may be conducted at people’s homes or workplaces or in
halls or, more briefly, at the roadside or on board a public transport vehicle. Each of
these possibilities is suited to a particular style and content of interview.

14.2 Household interview surveys

The household interview has long been a major source of information on the charac-
teristics, behaviour and attitudes of travellers. The first stage in the process is clearly
to select a sample of households using the principles indicated in Chapter 12. Most
household interview surveys are intended to give a representative snapshot picture at
a particular point in time. The most usual sampling method is therefore a random sample
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of addresses in the designated study area. A clustered random sample focusing on par-
ticular neighbourhoods in the area may be justified to reduce survey costs or if those
neighbourhoods merit particularly detailed treatment by virtue of some local factor
(e.g. a major impending investment in the area). Similarly, a stratified random sample
may be justified if it is thought necessary or desirable to enrich the database with
respect to some characteristic such as household terure, income profile or car owner-
ship level. The address lists which form the sampling frame may be derived from lists
of local electors, local taxpayers or registered customers of the major utilities — the
choice will depend on the completeness and reliability of the list (e.g. whether it con-
tains hotels and institutions), its cost, convenience and availability.

14.2.1 Conventional home interview surveys

The US Bureau of Public Roads began to issue advice on the conduct of household
interview surveys in the early 1950s* and recommended sampling rates as high as 20 per
cent in small towns and 4 per cent in cities of over one million inhabitants. These tar-
gets are rarely met and are widely criticised as unrealistically expensive. Standard
practice now is instead to calculate the sample size which will achieve the desired pre-
cision for key indicators at the required level of confidence (see Section 12.4).

Once a sample of addresses has been selected the survey itself can begin. Individual
householders should first be contacted by mail indicating the purpose of the survey and
that an interviewer will call on them shortly. Publicity about the survey in the local
media may also be appropriate. The interviewer should then visit the household, keep-
ing a record of abortive calls, and arrange a convenient time for the main interview. It
may of course be possible to conduct it on the first visit, but given that it is often nec-
essary to have several members of the household present, this will not always be
feasible. It is important to persevere in arranging the interview even if this is a time-
consuming process, because the exclusion of households from the sample on the
grounds that they are rarely at home could obviously bias the data.

The main interview at the heart of a traditional household interview survey will be
conducted with at least one responsible adult from the household and will normally col-
lect information about the household composition, income and car ownership, the age,
sex, employment status and driving licence tenure of all household members and the fre-
quency with which certain types of trip are made. Precise details of travel patterns may
also be collected at this time but it is more usual to collect these by leaving travel diaries
with each household member for a few days or for as long as a week. If a diary approach
is adopted the initial interview will end by arranging a date and time for the completed
diaries to be collected. On this follow-up visit the diaries will be checked for obvious
omissions or inconsistencies so that necessary corrections can be made. If the survey
requires questions to be asked on the householders’ attitudes towards the local transport
system, these should be asked on the final visit.

Data collected during household interviews are usually recorded on specially printed
forms which are then checked prior to entering the data into a computer. Some savings
in transcription cost can be achieved by taking portable computers into the field and
entering the data directly. However, despite the advantages of automatic question selec-
tion and logic checks on answers, the current generation of survey staff generally prefer
the more traditional methods.
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14.2.2 The Kontiv survey method

The classic household interview as described above is very expensive and time con-
suming and each interview may well involve five or more hours of interviewer time in
arranging visits, abortive journeys, conducting the interviews and making repeat visits.
An alternative approach, pioneered in Germany as the ‘Kontiv’ method and now in
widespread use,’ manages to reduce this cost by replacing the face-to-face interviews by
reliance on carefully designed self-completion mailback forms, carefully written
instructions on their use and frequent follow-up and/or phone calls to encourage
response. Only as a last resort does an interviewer visit the household. The results from
this technique are impressive and, by continuing politely to contact households until
they do respond, surveyors manage to avoid what might otherwise be a serious problem
of non-response bias.

14.2.3 Telephone surveys

Another potential means of increasing the efficiency of household surveys is to conduct
all or part of the process by telephone. This will obviously avoid time spent in travelling
to the interviewee’s home but can yield further savings if the interviewers are equipped
with CATI (computer assisted telephone interview) technology.® A complete CATI sys-
tem might include automatic dialling of next household, prompts to the interviewer to
ask the riext question, automatic ‘skipping’ and ‘branching’ within the list of questions
depending on the answer to the previous question, immediate logic checks on answers
provided, dynamic adjustment of the interview sample to correct for any emerging biases
and automatic alerting of a supervisor to provide assistance to staff who seem to be log-
ging data at an unusually slow rate or with an unusually high proportion of outliers or
errors.

A previous objection to telephone interviewing was that the resulting sample would
be biased because of low phone ownership. This is no longer a problem in industrialised
countries but other problems are emerging to limit the use of this technique. First, many
phone owners are now ex-directory and so would not be included in a survey which used
the phone directory as the sampling frame; and, second, many phone owners now have
call screening facilities which they can use to avoid being ‘at home’ to callers whom
they suspect may be part of a telephone sales organisation. Random digit dialling is only
a partial answer to the ex-directory problem because selection of business or fax lines
will represent an inefficiency and because some households have more than one phone
line — so invalidating the use of random phone numbers as an unbiased source of house-
hold addresses.

14.2.4 The household activity travel simulator (HATS) approach

At the other extreme from the Kontiv approach and a reliance on telephone interview-
ing is the interactive household interview exemplified by the HATS (Household Activity
Travel Simulator) approach.’ This style of interview involves a relatively in-depth dis-
cussion between household members and the interviewer around the question of
possible modification of the household’s travel patterns in response to some change in
the land use transport system or household resources. The original HATS approach
facilitated this discussion with a kit comprising a map of the area and coloured blocks
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in a grid to indicate each household member’s activity schedule. More recent variations
on the technique have used portable computers to display the activity schedules and to
suggest new ones.’

14.3 Trip end surveys

For some survey purposes the household may not be the appropriate sampling unit and
it may be more appropriate to survey people at their trip end — be it their place of work,
a shopping centre or leisure facility. Interviews at such locations are typically shorter
than the classic household interview and will usually concentrate on the journey to or
from the interview location and the individual travellers’ reasons for choosing that des-
tination. Such questions can be put in a relatively brief interview or by a self-completion
questionnaire. The surveys are relatively cheap to organise but do, of course, require the
permission of the site owner.

A quite specialist variation on the standard trip end survey is the kall survey, so called
because it is normally conducted in a hall adjacent to a shopping centre or other facility.
Potential interviewees are approached on-street and asked to come into the hall to take
part in the survey — a cup of tea or other refreshment and perhaps a token payment is
often offered as an inducement. These surveys are based on standard market research
practice® and generally involve stated preference techniques, ranking, rating, or other
methods of gathering attitudinal data (see Section 14.6 for further details).

14.4 En-route surveys
14.4.1 Roadside interview surveys

The most efficient way of collecting information about people making a particular jour-
ney will often be to intercept them en route. The classic example is the roadside
interview survey in which motorists are stopped at a screenline or cordon and asked a
number of questions about their current journey. Such surveys can obviously be disrup-
tive to the traffic flow and are not normally permitted unless there is a convenient layby
or a spare lane into which the interview traffic can be diverted.

It is not normally possible to interview every motorist and so a sampling strategy is
defined. If a constant sampling rate (of, say, 1:n) is required throughout the survey period
then the driver of every nth vehicle will be interviewed or, for greater efficiency, a cluster
of ¢ vehicles will be taken from each group of ¢ x n passing vehicles. Use of a constant
sampling rate is, however, quite inefficient because, in order to have the fraction small
enough to avoid the build-up of queues at peak flow times, the survey staff will be
underemployed at low flow times. The practical solution to this is to take a cluster of
¢ vehicles out of the stream, interview them, release them and immediately take another
cluster of ¢ vehicles. This procedure produces a variable sampling rate (higher at times
of low flow); however, this can be corrected for by using a continuous count of the total
flow passing the site in each hour as the basis for differential weighting of the interviews
in each hour.

The interview must be kept brief in order to avoid too much disruption to the traffic
or too much annoyance to the motorists. The classic interview comprises only four
questions: Where have you come from? What were you doing there? Where are you
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going? What will you do there? Additional questions may be asked about the trip fre-
quency and the upstream or downstream route. The interviewer will normally also make
a visual assessment of vehicle type and occupancy. Where the vehicle is a freight vehi-
cle additional questions may be asked about the goods being carried and the vehicle
owner/operator.

14.4.2 Questionnaire surveys

If more questions are required, or if it is not convenient to ask even these few questions,
the roadside interview may be replaced or supplemented by a self-completion mailback
questionnaire handed out to each driver as they pass the site. Questions included on a
self-completion survey must be kept very simple and straightforward and this may, in
practice, limit the extent to which this technique can be used to obtain detailed infor-
mation about individual stages of a trip or about its context. A much more serious
problem associated with self-completion surveys, however, is the low response rates
typically achieved when there is reliance on voluntary mailback.

Response rates vary depending on the nature and complexity of the questions and the
type of people being surveyed but rates as low as 30-40 per cent are not unusual. Low
response rates become a problem if they are associated with an unquantified base, which
makes the responding sample unrepresentative of the target population. There is, for
example, some evidence to suggest that response rates may vary with sex, journey fre-
quency and journey length.® If the bias can be identified and quantified, for example by
using interviews to achieve a 100 per cent sample at some stage during the survey and
comparing the characteristics of this group with the mailback group, then it may be cor-
rected by differential weighting. Most usually, however, it is not possible to make an
accurate estimate of the potential bias and so the problem remains.

The use of incentives, such as prize draws based on completed questionnaires, may
increase the response rate, but does not eliminate the bias. It may indeed introduce its
own bias, due to the different susceptibility of different types of people to such incen-
tives, and risks introducing incorrect data by encouraging response by people who are
motivated by the prospect of the prize draw rather than by a desire to cooperate with the
survey.

If it is thought that response bias can be overcome or is not likely to be serious, it may
be possible to dispense with the interview site altogether and instead hand out the forms
at a natural stop-line, such as at traffic signals, thus avoiding all disruption to traffic.
This latter procedure is known as a stop-line survey and may be the only feasible method
of conducting questionnaires in congested urban areas. It is important when conducting
stop-line surveys to ensure that the sample of traffic likely to be stopped at the location
is properly representative of the target population — bearing in mind factors such as that
the phasing of linked traffic signals may result in an under-representation of some flows
among the vehicles stopped at a given set of lights.

All the roadside interview methods carry an associated road safety hazard to the sur-
vey staff and all due precautions must be taken to minimise the risk — such as, for
example, the obligatory wearing of fluorescent jackets and, in the case of stop-line surveys,
the appointment of a member of the team to alert the surveyors to an imminent change
in the traffic signals.
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14.4.3 Licence plate surveys

If none of the above methods of roadside survey are feasible in a given situation then an
alternative means of obtaining a sample of drivers from the flow of traffic may be to use
a licence plate sample survey. This involves recording vehicle licence numbers (manu-
ally or by video) and then sending questionnaires to the registered owners of these
vehicles through the vehicle licensing authorities. This technique is not available in
some countries due to privacy legislation and must, in any event, be used with care. It
should not, for example, be relied on to yield a representative sample of drivers, because
the database is likely to refer to vehicle owners (or registered keepers) rather than dri-
vers. Also, due to the inevitable delays involved in contacting the drivers, it must be
expected that many of the factors surrounding a specific journey will have been forgot-
ten by drivers by the time they receive the questionnaires.

14.5 Public transport user surveys

Just as the roadside interview is the classic means of questioning car users about their
current journeys, so the public transport passenger interview survey is the standard
method of collecting information about public transport journeys. The simplest form of
interview involves surveyors riding on board a sample of public transport vehicles and
asking a simple set of questions of each passenger. The questions will typically include
boarding point, alighting point and fare paid (all of which may sometimes be available
from the ticket without needing to question the passenger) as well as trip origin, trip des-
tination and journey purpose. Additional questions on trip frequency and access modes
may also be asked. Such surveys are now often undertaken on a regular basis by spe-
cialist survey staff equipped with portable computers to record the answers and perhaps
bar code readers to extract ticket details. !

A more extended interview, gathering more detailed data about the tripmakers, their
reasons for making the journey and their attitudes to the service provided, may be fea-
sible where the journey is relatively long — as in the case of inter-city train journeys —
and thus allows time for the survey staff to ask more detailed questions. Self-comple-
tion surveys may be more feasible among public transport users than among car drivers
because, particularly if the journey is relatively long, there may be an immediate oppor-
tunity for the subject to complete the forms and for the survey staff to collect them again
before the journey is over, thus avoiding the problems of low response expected in a
mailback survey.

14.6 Attitudinal surveys

A number of the surveys outlined in the previous sections will also involve the collec-
tion of attitudinal data in addition to more prosaic facts about the subjects’ journeys or
travel patterns. There are many different methods of collecting attitudinal data and it is
perhaps worth outlining some of them here.

Protocol analysis and keyword analysis are techniques whereby free-format discus-
sions are recorded and their content is then analysed to reveal the apparent concerns and
preoccupations of the discussant. One might, for example, analyse a transcript of a con-
versation to find out the relative frequency of use of positive and negative adjectives to
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describe a particular transport facility. A training in relevant aspects of psychology
would clearly be a prerequisite to any serious attempt to undertake this type of analysis.

Ranking exercises of various types can be used to discover the relative importance
that the subject puts on different aspects of a transport service, the relative levels of sat-
isfaction that they have with these different aspects or their overall preference for
different services. The ranking can be achieved by asking them to prepare a preference
ordered list or, since this is not always easily achieved, by a series of pairwise compar-
isons (Do you prefer A or B? ... Do you prefer A or C? ...). These ranking exercises
may relate to transport services or facilities which already exist or may relate to as yet
unavailable options.

A technique known as Stated Preference analysis'' (SP analysis) has become very
popular as a means of quantifying underlying preferences which can then be used to pre-
dict preference for as yet unavailable options (e.g. new LRT services) or for
substantially redesigned or repriced options (e.g. an executive train service with more
comfortable seating at a higher price). The technique involves asking subjects to indi-
cate their preference between pairs of hypothetical options each with specified attributes
(e.g. a price of x, a journey time of y and a frequency of z). The components of the
options presented in each pair are carefully specified such that, by examining the pat-
tern of preferences stated by the subject, his or her underlying rationale for preferring
one option over another can be deduced even if it was not obvious to the subject.

SP analysis was developed in the 1980s and 1990s and has now become a key ele-
ment of many transport studies. SP exercises are usually conducted by face-to-face
interviews, perhaps with the exercise set up on a computer such that the answers to ini-
tial questions can be used to help generate the most appropriate and experimentally
efficient set of follow-up questions. Considerable success has, however, been had with
self-completion SP exercises.

Rating and scaling exercises involve asking the subjects to indicate not simply their
order of preference but rather the strength of their feelings about some aspect of a service.
The rating or scaling task can be approached in a variety of ways. For example, the sub-
jects may be invited to gauge their satisfaction with some aspect such as price, comfort,
convenience or cleanliness using a scale from 1 (very good) to 5 (very poor), they may be
invited to indicate how important they consider such and such an attribute to be when mak-
ing their real-life choices or they may be asked to indicate their overall satisfaction score
for different services or facilities. Another possibility, known as the transfer price tech-
nique, seeks to quantify the subjects’ strength of preference by asking how much the price
of a currently preferred option would have to rise before some other option became the
preferred one. A full description of the alternative techniques is beyond the scope of this
book but interested readers will find useful advice elsewhere." % 1213 14

Simulators and mock-ups can be used as a source of information on attitudes and under-
lying preferences. Examples include the use, in environmental impact studies, of
photomontage, computer enhanced video montage and, most recently, virtual reality as a
means of exploring attitudes to potential visual impact. These techniques are used to show
subjects how a particular scene might look after completion of a new scheme and they are
then asked to indicate their attitudes or preferences using techniques such as those
described in the previous paragraphs. Photographs, video and virtual reality techniques
can also be used, along with physical mock-ups and models, to obtain user reaction to pro-
posed redesigns of facilities such as railway coaches, platforms and airport concourses.
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The increasing power of cheap portable computers has enabled the development of
very sophisticated data collection tools known as travel simulators. Simulator subjects
are invited to make journeys to given destinations using travel facilities represented in
the simulator. As they make the journeys they will be given audio and visual feedback
through computer-generated sound and images or sequences of digitised images taken
from the equivalent journeys in the real world. The simulator can alter the conditions
they meet, delaying them in queues or making them wait for a bus to arrive and so on.
The software can record the travellers’ behaviour in the simulated environment and sub-
sequent analysis can reveal the extent to which this behaviour was affected by deliberate
stimuli such as road signs, radio messages, timetable information, parking charges and
so on, thus providing data more efficiently than is possible when relying on observation
of real-world conditions where the stimuli are not under the experimenters’ control.
Results from using this type of simulator to explore drivers’ responses to variable mes-
sage signs suggest that the technique can produce very reliable results.!
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CHAPTER 15

Accident prevention,
investigation and reduction

C.A. O'Flaherty

15.1 Traffic accident terminology’

A traffic accident on a public road may involve a single road vehicle (e.g. a vehicle which
skids and overtumns), or it may involve a vehicle in a collision (e.g. between a vehicle and
one or more vehicles, a pedestrian, an animal, and/or fixed object). In this context a pub-
lic road includes footways, road vehicles can be motorised vehicles (including mopeds,
motorscooters, motorcycles, and invalid tricycles) or pedal cycles, and the accident may
involve an injury to a person (fatal, serious, or slight) or damage only to property.

A fatal traffic accident in Britain is one which involves a person who dies as a result
of an injury sustained in the accident (usually within 30 days); it excludes traffic inci-
dents involving confirmed suicides. A serious accident involves a person who is
detained in hospital as an in-patient, or who suffers any of the following injuries: frac-
tures, concussion, internal injuries, crushings, severe cuts and lacerations, or severe
general shock, that require medical treatment. A slight accident is one involving a per-
son who is only slightly injured, e.g. a person who sustains a sprain, bruise or cut, which
is not judged (by the police) to be severe, or slight shock requiring only roadside atten-
tion. A damage-only accident does not involve people who sustain personal injuries.

It can be expected that all fatal traffic accidents and most serious accidents are
reported to the police and, hence, appear in ‘official’ traffic accident statistics. Official
statistics usually underestimate slight accidents and damage-only accidents.

15.2 Accident prevention

Accident prevention® is generally considered to be concerned with the application of
safety principles to new road improvement or traffic management schemes that are ini-
tiated to satisfy traffic or environmental demands, and are thus not justified on the basis
of accident savings only. As such work on accident prevention usually involves the
carrying out of safety checks on designs for these schemes to ensure that no problem
feature is introduced, and to identify whether any safety measures need to be added to
lower their accident potential.

For example, if an intersection is being redesigned to improve traffic flow, the best
safety principles of layout should obviously be applied. However, in addition, accident



262 Accident prevention, investigation and reduction

prevention checks should be carried out to ensure that carriageway surface changes, new
road markings, or additional road furniture do not introduce hazards, and that any pro-
posed speed control measures or pedestrian facilities enhance safety.

When accident prevention checking is applied to new road or traffic management
schemes it is now usually termed a safety audit.>* Roadworks also require special moni-
toring, including frequent on-site accident prevention checks, to ensure that they are not
the cause of accidents while a road or traffic management scheme is being implemented.

15.3 Accident investigation and reduction

In direct contrast with accident prevention, the term ‘accident reduction’ is normally
associated with remedial proposals that result from direct accident investigations on
existing roads and which are mainly justified by savings in the number and severity of
accidents. The schemes/measures can usually be classified as low-cost engineering pro-
posals, publicity and the education/training of various groups of road user (see Chapter
18), and/or advice regarding the enforcement of traffic laws (see Chapter 18).

There are four main investigative approaches used to develop accident reduction
programmes. In Britain these are described* as: single site schemes; mass action pro-
grammes; route action programmes; and area action programmes. All involve four major
planning steps: (a) data collection, storage and retrieval, (b) identification of hazardous
locations for further study, (c) diagnosis of the accident problem(s), and (d) the final selec-
tion of sites to be included in the remedial implementation programme (see Fig. 15.1).

15.3.1 Single site approach

This, which is probably the most commonly used approach, involves the identification
of ‘blackspot’ locations on the basis of the number of accidents clustered at single
locales within a given period of time (usually three years). Blackspot locations are typ-
ically individual intersections, short lengths (300500 m) of roadway, or small areas
(100-200 m squares).

The total number of accidents (i.e. the reaction level) required to enable a site to be
listed for subsequent investigation is usually determined using numerical or statistical
techniques. A large accident reduction (typically 33 per cent) and a high first-year
economic rate-of-return (typically not less than 50 per cent) should be expected? from
blackspots that are included in a final remedial action programme for single sites.

15.3.2 Mass action approach

This, the second most commonly used approach, involves searching for sites that are
clearly associated with a particular predominant type of accident for which there is a
well-proven engineering remedy. Once identified these sites can normally be economi-
cally treated en masse, for instance by the resurfacing or surface dressing of skid sites.
Table 15.1 lists some common accident situations and well-tried remedial actions.
Mass action programmes should be expected? to achieve an average accident reduc-
tion of 15 per cent at treated sites and a first-year economic rate-of-return of not less
than 40 per cent. They are particularly applicable to publicity and road user training
schemes and as an aid to more effective deployment of police traffic personnel.*
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Fig. 15.1 Outline of procedure for identifying, diagnosing and selecting hazardous
road sites for remedial treatment?

15.3.3 Route action approach

With this approach the main ‘blacksites’ along a particular road or class of road, i.e.
sites with more accidents than the norm for that type of road and level of traffic usage,
are identified from an analysis of traffic data collected over a recent period (usually
1-3 years). Usually the search process involves dividing the road(s) into section
lengths of 0.5—1.5 km and, typically, selecting for listing those sections with accident
levels of 1-2 standard deviations above the norm or, alternatively, using a statistical
test for a predetermined level of significance above the norm (see reference 4).



Table 15.1 Proven remedies for some common accident situations {adapted from

reference 4)

Situation Remedies
Wet road
Skidding Restore micro/macro texture with use of a high

Splash obscuring visibitlity
Poor delineation

Darkness - lit road
Poor/uneven surface
luminance

Inadequate illuminance

Darkness - unlit road
Poor delineation

Roadside obstacles
Hazard by presence

Cross-reserve or running
off road with steep side-
slopes or drops

At urban intersections
Turning traffic problems

Overshoot from minor
road

Pedestrian problems
Sight restriction (at bend)

Between urban intersections
Pedestrian problems

Parked vehicle problems
Bicycle problems
Excessive speeding

At rural intersections
Turning traffic

Overshoot from minor road
Overshoot at roundabout on
main road {excess speed)

At rural intersections with bends
Collisions while waiting
Sight restriction

Between rural intersections
Overtaking problems

Loss of control at bends
Heavy commercial vehicle
probiems on hills
Opposing vehicle problems
on crest of hill

Excessive speed

polished stone-value aggregate in surface

dressing or a conventional layer of bituminous
surfacing, or by grooving surfacing

Restore macro-texture

Contrast texture of markings with carriageway surface

Match surface texture with lighting installation

Renew lighting installation

Install edge markings or improve reflectorisation of
lane/edge markings; install cats’-eyes

Install safety fences or guardrails; remove obstacle;
install frangible columns (rural, non-footpath locations
only)

Install safety fences or guardrails

Install channelisation; install roundabout or traffic
signals; add exclusive turning phase to signals; install
traffic islands (physical or ghost)

Install physical traffic islands

Have traffic signal with pedestrian phase
Remove or relocate obstruction

Instali light-controlled crossing, subway or bridge;
install guardrails; prohibit parking; restrict access
and/or introduce traffic-calming measures (residential
areas)

Restrict parking

Delineate special cycle lanes

improve enforcement; introduce speed-reducing
humps

Install channelisation; install roundabout or traffic
signals; add extra lanes (deceleration/ acceleration);
install traffic islands (physical or ghost); prohibit turns
Install physical traffic islands

Add chevrons and warning signs; add yellow

bar markings (on dual carriageways)

Instalt physical traffic islands; widen and dual
Relocate minor access; remove vegetation; realign
oblique-angled intersection; adjust minor road profile

Instail doubte-line markings

Correct superelevation; install advisory speed signs
Add extra fane uphill; add run-off provision
downhill

Add double-line markings and deflection arrows

Improve enforcement
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In contrast with mass action programmes, remedial actions implemented as a result
of route action programmes vary with the accident situation encountered. Blacksites
treated should achieve average accident reductions of 15 per cent and first-year economic
rates-of-return of not less than 40 per cent.?

15.3.4 Area action programmes

In urban areas in particular a significant proportion of accidents are sparsely scattered
and do not lend themselves to selection for treatment by the three previously described
methods. In this case the distribution of accidents throughout the urban area is searched
over a recent one-, two- or three-year period in order to identify discrete areas, e.g.
neighbourhoods or 1 km Ordnance Survey grid squares, having accidents per unit area
or per unit of population above a predetermined level.

Traffic calming measures that are aimed at reducing traffic movement on local access
roads within the identified areas are often the remedial outcomes of area action pro-
grammes. Appropriate objectives set for area action plans might be to achieve an
accident reduction of 10 per cent and a first-year economic rate-of-return of 10-25 per
cent within each area addressed.

15.3.5 The planning process
The database

Fundamental to any ongoing accident study programme, whatever the approach used, is
the establishment of a databank of accident records for the road authority’s area of
responsibility. In Britain the national Stats 19 police reporting system for accidents is
the core database upon which most local authority data systems are built. Key data
included in a Stats 19 form for every reported accident are:

1. a basic accident description, e.g. its severity, the number of casualties and vehicles
involved, contributory factors (if collected), and the time, day, date and location at
which it occurred

2. road features, e.g. class and identification number, carriageway type or markings,
speed limit, and intersection type and control

3. environmental features, e.g. weather and light conditions, surface condition, any
carriageway hazards, or any special conditions

4. vehicle features, e.g. vehicle type, manoeuvres, movements and location, skidding,

and hit object(s)

. driver features, e.g. age, sex, breath test results, and whether a hit-and-run was involved

6. casualty details, e.g. sex, age and severity of injury, and pedestrian location, move-
ment and direction, and any school pupil involvement.

wn

Additional data regarding each accident that are normally also included in the local
authority’s database include the exact road location of each accident and such site charac-
teristics as road geometry, surface type and texture, adjacent land use, speed limits,
physical aids, e.g. lighting, signs and markings, and permanent extraneous features, e.g.
advertisement hoardings and noticeboards, posts, poles, tree trunks and guardrails, and
street furniture such as bus shelters or telephone boxes.



266 Accident prevention, investigation and reduction

Traffic data included in the database normally relate to the time and location of each
accident, e.g. traffic flow and composition by class of road user, pedestrian flows across
and along roads and, as appropriate, vehicle and pedestrian delay information and queue
lengths.

Nowadays most road authority data systems are computerised, and many authorities’
computers directly link the sources of data for accidents, roads and traffic. With the aid
of the computer large quantities of data are easily and economically stored and manip-
ulated, and accident ranking lists, tables, graphs and automatic plots can be output on
demand (see reference 4 for examples).

Very many local authorities also continue to maintain pictorial representations of
accident clusters, be they at locations such as intersections, bends, along stretches of
road, or within geographic areas. Often these involve manual plots on transparencies to
overlay 1:2500 O.S. area maps for urban areas and 1:10 000 O.S. strip maps for rural
areas. Blackspot wall maps, using pins with differently coloured heads to signify differ-
ent severities of accident, are particularly useful as a public relations and education tool
when housed in local road safety centres patronised by the general public. An historical
record of these maps is easily maintained by photographic means.

Site identification

This phase of the investigation is concerned with the sifting of the accident data to
obtain a preliminary ranked list of sites that are most likely to be susceptible to engi-
neering treatment. There is no uniformly accepted procedure for doing this, and so the
tendency has been to use fairly simple numeric criteria to select initially the sites, roads
or areas for further investigation. For example, the reaction level might be twelve injury
accidents per defined spot (or per road length, or per defined urban area) that occurred
within the last three years, and any sites with more than that number require further
investigation. The sites identified in this preliminary analysis may then be listed in
numerical order of accident occurrence, from the highest (most dangerous) to the lowest.

Although the numeric criterion method of ranking sites is very simple, using it on its
own leads to priority of subsequent examination being biased toward sites on major traf-
fic routes, simply because they have large numbers of accidents. For this reason, many
local authorities prefer to base their rankings on an accident rate which relates accident
occurrence to a measure of exposure, e.g. injury accidents per 10° vehicles passing
through a blackspot intersection (or per 10° vehicle-kilometres for a blacksite section of
road, or per 10° population for an urban neighbourhood). When accidents per 10° vehi-
cles is used as the measure, it should lead to the selection of intersections on
low-trafficked minor roads even though they have relatively few accidents. Overall, the
use of an exposure rate is intended to give greater assurance to the investigators that the
more the rate is above the norm for, say, the level of traffic flow through that type of
intersection, the more likely it is that the site is truly a high-risk blackspot.

A simple method of identifying hazardous locations that has been commonly used in
the United States is to assign a rating number to each accident on the basis that accident
severity is the most important consideration. Thus, for example, 9 points might be
assigned to each fatal accident, 1 point to each serious-injury accident, 0.1 points to each
slight-injury accident, and 0.01 for each damage-only accident, and the site with the
greatest number of points would then be regarded as the most dangerous. (The ratings
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used in this example are roughly based on the relative costs of fatal, serious, slight and
damage-only accidents in Britain at this time.)

Some investigators also divide their priority list into ‘easy’ and ‘hard’ sites. In this
context, easy sites are those that appear to have consistent accident patterns, and, where
remedial action requires no land purchase and can probably be easily implemented at
low cost within a reasonable time-frame. A hard site is one with many accidents but
where each appears to involve a different cause, so that further extensive and detailed
investigation is likely to be required before any remedial action can be implemented.

Diagnosis

The next stage in the planning process is the detailed analysis of the accident situation
at each site. The objective is to diagnose the main cause(s) of each accident and develop
a remedial proposal that will obviate the common dominant causes.

Detailed statistical analyses are often carried out at this stage to confirm that the sites
are indeed high-risk and to lay the basis for subsequent ‘after’ studies which may be
carried out to test and confirm the beneficial effect of the eventual treatment. These
analyses can be complex (see, for example, reference 5) and it is advisable to get expert
statistical advice if the investigator has doubts about the adequacy of the statistical test-
ing that is proposed.

As part of the engineering analysis collision and condition diagrams are very often pre-
pared for each site to assist in the determination of the dominant accident cause(s),
particularly if physical features are believed to be influencing the accident situation.
Figure 15.2 is a hypothetical collision diagram drawn for an intersection (usually devel-
oped on a 1:500 scale plan) to illustrate how and when each accident happened, based on
the official reports. Also shown are the conditions prevailing at the site at the time of the
accident; colour coding can be used if further information needs to be added. A condition
diagram is a scaled drawing or photograph illustrating the physical and environmental
conditions at and about the accident site, e.g. the geometric features affecting the site, and
the locations of all road signs and markings, pedestrian crossings, traffic signals, bus stops,
parking spaces, sight obstructions, driveways, and fronting land uses. Usually the analysis
of the collision and condition diagrams is supplemented by an on-site visit, preferably dur-
ing the hours when the greatest number of accidents are known to occur. The field visit
may simply involve taking skid-resistance measurements, or it may require the use of a
detailed check-list to determine the adequacy of various physical design features. In some
instances it may involve carrying out a comprehensive on-the-spot conflict study.

It is now internationally agreed that a traffic conflict ¢ is an observable situation in
which two or more road users approach each other in space and time to such an extent
that a collision is imminent if their movements remain unchanged. In other words, traf-
fic conflicts are events where there is a possibility of an accident, but a collision does
not occur because at least one of the involved parties takes an evasive action. Conflicts
occur more often than accidents so that a supplementary on-site conflict study, while
expensive, may be able to identify unsafe driving and/or accident-generating manoeu-
vres at hard-to-diagnose high-risk accident locations.

In the case of a mass action approach, it should be possible at this stage to group
together accident data for sites of similar physical characteristics and/or accident fea-
tures to obtain sufficient data for further assessments to be carried out. This process,
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Fig. 15.2 Example of a hypothetical collision diagram at an intersection

known as location sampling, is fundamental to the production of a mass action accident-
reduction programme.

Whatever the approach adopted the end effect of the detective work carried out to
date is a diagnosis of the main cause(s) of the accidents at each site under investigation,
and remedial proposals for their reduction (see Table 15.1). References 4 and 7 contain
excellent examples of remedial solutions and comprehensive check-lists that can be
used to help determine them.
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Final selection

Before implementing a remedial proposal it is usual to test that it is economically justified.
In some instance, two or more solutions of different cost are proposed for a given site and
a further evaluation is required in order to determine which is the more viable. In many
instances the local authority’s budget for the year will be unable to meet the implementa-
tion costs of all the proposed remedies for all the sites on the preliminary list of hazardous
locations, and it is necessary to develop a new priority list for implementation.

Various economic methods are used to resolve these and other issues of choice. In
Britain a determination that is often used to resolve for this purpose is the first-year
economic rate-of-return (FYRR):

Net benefits in the first year after completion of scheme x 100 (15.1)

FYRR, % = -
Total capital cost of scheme

The first-year rate-of-return evaluation is appropriately used to compare proposals that
have similar scheme lives and similar profiles of cost and benefit throughout their lives.
Then the scheme with the highest FYRR-value can be given the highest priority.

If, however, the schemes are significantly different, the comparisons are better made
on the basis of the net present values of the schemes as determined over their anticipated
lives (see reference 4).
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Design for capacity and safety



CHAPTER 16

Introduction to traffic
flow theory

A.D. May

16.1 Introduction

Road space is a scarce resource, and traffic engineers need to ensure that roads are able
to accommodate as much traffic as possible, subject to safety and environmental con-
straints. In other words, we need to maximise the capacity of the road. But how is
capacity measured, and what influences it? These questions lie at the core of traffic flow
theory, a science which has attracted both theoretical and empirical analysis. In this
chapter there is space only to introduce the concepts, the principal parameters and some
relationships which enable us to estimate capacity. Further developments of these con-
cepts are given in reference 1.

16.2 The principal parameters
16.2.1 The range of conditions

Every driver will have experienced the range of traffic conditions which can be experi-
enced on the same length of road, and which are illustrated in Fig. 16.1. When traffic is
light, the road is relatively empty (Fig. 16.1a) and drivers are free to choose their own
speeds. As traffic increases (Figs 16.1b, c, d) drivers are more constrained by other vehi-
cles, and less able to overtake; they are thus less able to choose their own speeds, and
average speeds fall. As traffic levels increase further, traffic forms into platoons of slow-
moving vehicles (Fig. 16.1¢) which may stop and start. Finally (Fig. 16.1f) traffic levels
become so great that queues form, and traffic may be at a standstill for considerable
periods. These six conditions are referred to in the US Highway Capacity Manual* as
Levels of Service A to F (see also Chapter 17).

Which of them, though, represents the capacity of the road? Clearly Fig. 16.1f has
the highest concentration, but is not a desirable state of affairs.

16.2.2 Measures of quantity

There are in practice two ways in which the number of vehicles can be counted on a
road. One is illustrated by Fig. 16.1. One can photograph a length of road, x, count the
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c

Fig. 16.1 Levels of service

number of vehicles, n, in one lane of the road at a point in time, and derive a rate per
unit distance. This measure is calied the concentration of traffic (sometimes referred to

as density) and is denoted by the parameter k (veh/m). Thus

=l (16.1)
X

The second approach is to stand at the side of the road for a period of time, ¢, and count
the number of vehicles, n, passing that point in one lane in that period and derive a rate
per unit time. This measure is called the flow of traffic (sometimes referred to as volume)
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and is denoted by the parameter g (veh/s). Thus
n

A (16.2)
t

q =
Since one is usually concerned to get as many vehicles through a road as possible in a
given time, it is g rather than k which one wishes to maximise, and capacity is then
described as the maximum value of ¢, ¢ . However, it is not immediately clear which of
Figs 16.1a—f represents this condition.

16.2.3 Measures of separation

While concentration and flow indicate how much traffic a road is handling, the traffic
engineer is also interested in the separation between vehicles, which may affect safety
(vehicles travelling close together may be more likely to crash) and the ease with which
pedestrians and vehicles can cross the traffic stream. Once again there are two ways of
measuring separation between vehicles in a lane.

The first involves measurement from a photograph, conventionally measuring the
distance from rear bumper of the lead vehicle to rear bumper of the following vehicle at
a point in time. This is called the space headway (or spacing), s. If all the space head-
ways in the distance x over which concentration has been measured are added, then

n

Ys=x (163)

1

Thus concentration is the inverse of the average space headway:

p=leo M 1 (16.4)

x i 5
S;
1
The second approach involves recording the time between the passage of one rear

bumper and the next past a given point. This is the time headway (or headway), h. If all
the time headways in the time period, ¢, over which flow has been measured are added,

then
Zh,. =t (16.5)
1

Thus flow is the inverse of the average time headway h:
1

307
1

LR
t

(16.6)

q:

16.2.4 Measures of quality

While traffic engineers are concerned to achieve flows approaching capacity, at least at
busy times, individual drivers will be most concerned about the quality of their journeys.
Their main concern will be with the speed at which they can travel. Individual speeds
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(in m/s or km/h) are easy enough to measure, but traffic engineers will be more con-
cemed with average speeds. Here again there are two ways of measuring speed, and the
distinction between them often causes confusion. The difference between the two meth-
ods can be illustrated by a simple example.

Three vehicles are recorded taking 6 s, 8 s and 10 s to cover 100 m. Method 1 would
calculate the average time, 8 s, and divide this into the distance. This gives an average
speed of 100/8 or 12.5 m/s. Method 2 would calculate the individual speeds: 16.7, 12.5
and 10.0 m/s and average them, as 39.2/3 or 13.1 m/s. Both are correct; they simply rep-
resent different ways of averaging. Clearly it is important to be consistent in the
averaging method which is used. The two speeds can be related to the two different mea-
sures of quantity and separation. For example, suppose that a stream of traffic includes
vehicles travelling at n different speeds, u, ... u, and that two different approaches are
adopted to determine the overall average speed.

The first involves photographing a length of road on which there are k vehicles per
unit length. Let the concentration of set i of vehicles with speed u, be defined as k. The
average speed of the k vehicles is referred to as the space mean speed, u., since the
average is of all vehicles in a given space (at one point in time). Then #, is given by

i, =~ (16.7)

The second involves recording all vehicles passing a point in a given time, i.e. ¢ per
unit time. Let the flow of set i of vehicles with speed u, be defined as g,. The average
speed of the g vehicles is referred to as the time mean speed, 4,, since the average is of
all vehicles passing in a given time. Then #, is given by

iqiui
1

q9
However, only one of these two speed averages is related to the parameters g and k.

u =

(16.8)

16.3 The fundamental relationship
16.3.1 The relationship between concentration, flow and speed

For any given stable traffic condition, the three parameters &, g and u are directly related.
This can be seen from the simple example in Fig. 16.2, which considers a kilometre of
road, on which all vehicles are travelling at the same speed. The parameters K, Q and U
are concentration in vel/km, flow in veh/h and speed in km/h respectively. By definition
there are K vehicles, each with speed U, in the kilometre of road at any instant. If the
flow is recorded at the end of the road, Q vehicles will pass per hour. The vehicle at the
start of the kilometre will take 1/U hours to reach the end at a speed of U km/h. It will
then be the Kth vehicle to pass the end of the road, and this will happen in X/Q hours.



276 Introduction to traffic flow theory

or
0=KU

This is dimensionally correct, i.e. veh/hour = (veh/km)(km/hour). The same expression
using metres and seconds is

q=ku (16.10)
K, vehicle speed Ukm/h flow Qveh/h
l — l

S O O3 03 O3 OO
| |

1 km

- >
- —

Kvehicles

- P
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Fig. 16.2 A simple derivation of the relationship between concentration, flow and
speed

16.3.2 The shape of the fundamental relationship

Although Equation 16.10 is important, it is still necessary to know the values of two of
the parameters in order to calculate the third. In practice, on a given road, a given con-
centration is likely to give rise to a certain value of flow and a certain value of speed,
subject always to the variations in driving conditions and driver behaviour. This
relationship can best be seen by considering the three parameters a pair at a time, as
in Fig. 16.3. In each of them there are two limiting conditions, which can be thought
of by reference to Figs 16.1a and f.

In Fig. 16.1a flow is very low (approaching zero), and so is concentration; speed,
which is likely to be at its highest, is referred to as free-flow speed, U. In Fig. 16.1f,
speed is zero and so, since traffic is not moving, is flow; however, concentration is at its
highest, and is referred to as jam concentration, k.

Figures 16.3a and 16.3b illustrate that as speed falls from u_to zero, and as concen-
tration rises from zero to kj flow first increases and later falls again to zero. It seems
reasonable to expect that it only rises to one maximum, and this can be thought of as the
capacity, g,. As flow increases towards capacity it is relatively easy to understand what
is happening; as Figs 16.1a—e show, vehicles increasingly disrupt one another, reducing
the individual driver’s ability to choose his or her own speed or overtake others. Speed
thus falls and concentration increases. Beyond capacity it is less easy to explain what
is happening. In practice such conditions are caused by queues from downstream con-
ditions, perhaps a junction, or an accident, or even a gradient or tight curve whose
capacity is slightly lower. The queue leads to increased concentration; speeds fall fur-
ther, and vehicles which cannot flow past the point join the queue as it stretches
upstream.
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Fig. 16.3 Flow—concentration, speed-flow, and speed-concentration curves

16.3.3 Empirical relationships

Several analysts have attempted to fit relationships to observed data. This is most easily
done with concentration and speed (Fig. 16.3c), since the relationship is monotonic.
However, care needs to be taken in manipulating data to fit such a relationship.

Figure 16.4 presents a data set extensively used for such analysis, and collected in the
United States.* It appears to suggest a linear relationship between speed and concentra-
tion, and this was first suggested by Greenshields® in 1934:

u=at+bk

(16.11)

Using the two limiting conditions it can be shown that this becomes

u_u[l—k]
—%r
kj

(16.12)
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Fig. 16.4 Study showing high correlation coefficient between field data and linear
model for speed vs. concentration

Other analysts have noted that the relationship in Fig. 16.4 is not quite linear (as
suggested by the fit of Equation 16.12) but slightly concave. One suggestion which
accounts for this is Greenberg’s® logarithmic relationship:

u=alog, bk (16.13)
in which &, equates to 1/b, giving
u= "—l%i (16.14)

but unfortunately u_ has a value of infinity. A second suggestion is Underwood’s expo-
nential relationship:’

u=ae™* (16.15)

in which u_equates to g, giving
u=ue™ (16.16)
but k, has a value of infinity.

Each of these relationships has been supported by theoretical analysis, primarily based
on an analogy with fluid flow? and the interpretation of car-following behaviour.”
However, it is important to stress that traffic flow is not a wholly scientific phenomenon,
but one which depends on the vagaries of driver behaviour. Indeed, some authors have
suggested that there is no reason why conditions above and below capacity should be
part of the same relationship, since they arise in different ways.'* !"
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16.3.4 Estimation of capacity

Subject to these caveats, it is possible to use any of Equations 16.12, 16.14 or 16.16 to
provide a theoretical estimate of the capacity of a length of road from a pair of observed
data points. This is most easily seen with Greenshields’ relationship, Equation 16.12.
Fig. 16.3b shows the relationship between flow and concentration which, combining
Equations 16.10 and 16.12, is:

q=ku,(1_kJ (16.17)
k;
The maximum value of g can be determined by differentiation:
dq _, _2uk (16.18)
ek
which, when equated to zero, gives:
k,
k, =+ 16.19
"= (16.19)
and, from Equations 16.12 and 16.16:
u
/
=—= 16.20
ty = (1620)
k,
g, = ’:f (16.21)

16.3.5 The appropriate value of average speed

Before applying this approach to estimating capacity, however, one needs to know
which average of speed (from Section 16.2.4) to use. This can be seen immediately by
reference to Equations 16.7 and 16.8, in conjunction with Equation 16.10. Equation 16.7
can be further simplified to give

n

Z%’
-1 _9
Ug i k (16.22)
Equation 16.8 cannot be further simplified in this way. Thus it is space mean speed
which is related to flow and concentration in the fundamental relationship.

16.3.6 A worked example

Two sets of vehicles are timed over a kilometre, and the flows are also recorded. In the
first set, four vehicles take 52, 56, 63 and 69 seconds when the flow is 1500 veh/h. In
the second, four vehicles take 70, 74, 77 and 79 seconds when the flow is 1920 veh/h.
These vehicles have been timed over space, so the space mean speeds can be calculated
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from the average times for each set. These give:

Set 1 Set 2
u, 60 km/h 48 km/h
q 1500 veh/h 1920 veh/h
k 25 veh/km 40 veh/km

Fitting these two pairs of values of u and £ into Equation 16.12 (clearly a substantial
approximation) gives u, = 80 km/h and 15= 100 veh/km. Incorporating these into
Equation 16.21 gives g_ = 2000 veh/h. This is broadly represented by conditions in
Fig. 16.1e, in which vehicles keep moving at a slow but uniform speed.

16.3.7 A comment

Care is needed in using these empirical relationships in this way, since there are no sci-
entific laws explaining the behaviour of traffic. Moreover, in practice vehicles are not
homogeneous, and practical analysis uses the concept of passenger car units (pcus) to
describe the effect of vehicles of different sizes. Typical values of capacity (the highest
flows recorded on a section of road) are in the range 15002500 pcu/h, and for jam con-
centration 150-200 pcuw/km. Free-flow speeds are inevitably more variable, and depend
on drivers’ perceptions of the safety and acceptable maximum speed on the road. It is
thus unwise to design for the capacity as calculated in Equation 16.21. British practice
uses the concept of practical capacity and US practice levels of service (see Fig. 16.1),
both of which are described in Chapter 17.
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CHAPTER 17

Road capacity and
design-standard approaches to
road design

C.A. O'Flaherty

17.1 Capacity definitions

The capacity of a road can be described simply as the extent to which it is able to pro-
vide for traffic movement under given circumstances. This description allows for three
different usages of the word ‘capacity’.

The economic capacity of a road is a term used to describe the smallest of all traffic
volumes which needs to be attained so that a road project is justified by cost-benefit
analysis.! In practice, the traffic volume required to justify economically a given qual-
ity of road at one location may be significantly different from that at another, depending
upon the many factors which affect the economic equation, such as the cost of land or
the extent of the congestion experienced on the existing roadway(s) which the new facil-
ity is intended to supplement/replace. Most road proposals are now subjected to
economic analysis before final decisions are made in respect of their implementation, to
ensure that their economic capacities are at least achieved.

The environmental capacity of a road is a term that is most usually applied to road
improvements that affect historic or residential areas. It has been described® as the
capacity of a street or area to accommodate moving and stationary vehicles having
regard to the need to maintain the (chosen) environmental standards. In other words,
environmental capacity is the upper limit of traffic volume that is permitted on the
road(s) in question without exceeding desired minimum standards relating to, say, noise,
air pollution, pedestrian and cyclist safety and amenity, and visual intrusion. The envi-
ronmental standards acceptable in a given locale can vary considerably depending upon,
for example, the time of day or the type of street frontage. While there are no firm guide-
lines regarding environmental capacity, it has been suggested that the maximum hourly
volumes that can normally be tolerated on access or local distributor roads are 300—600
veh/h.

The traffic capacity of a road has been defined’® as the maximum hourly rate at which
vehicles can reasonably be expected to traverse a point or uniform section of a road or
lane during a given time period under the prevailing roadway, traffic and control con-
ditions. Use of a maximum rate of flow in this definition recognises that there can be
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substantial variations in the flows experienced within an hour, especially under near-
congested conditions, and it allows a rate of stable traffic flow that can be repeatedly
achieved during peak periods, but which is measured over a shorter period of time (usu-
ally 15 minutes), to be extrapolated to an equivalent hourly rate.

Roadway conditions relate to the effect that the geometric features of the road have
upon traffic capacity, e.g. road type and its development environment, width of lanes,
shoulder width and lateral clearance, design speed, and horizontal and vertical align-
ment. Traffic conditions relate to the impacts of the numbers of different types of vehicle
in the traffic stream(s), and their lane or directional distribution(s). Control conditions
refer mainly to the effect of traffic control features and devices at intersections, which
cause vehicles to stop or slow down irrespective of how much traffic exists. Ideal
road/traffic/control conditions assume good weather, good pavement and cross-section
conditions, users familiar with the facility, and no incidents impeding traffic flow, so that
further improvement will not achieve any increase in capacity.

In practice, two categories of traffic capacity can be discussed: those determined for
interrupted and uninterrupted flow conditions.

Uninterrupted flow conditions apply to traffic operations on road links between
intersections, i.e. where intersectional flows do not interfere with continuous traffic
movement. Interrupted flow conditions apply to at-grade intersections where the
effects of intersecting traffic flows and associated control devices predominate. The
following discussions regarding the Highway Capacity Manual and British design-
standard approaches to determining the traffic capacities of roads are only concerned
with design capacities for uninterrupted traffic flow conditions on road links between
intersections.

17.2 The Highway Capacity Manual approach

First published in 1950, the U.S. Highway Capacity ManuaP provides an assembly of
analysis techniques to be used by traffic engineers to determine the capacity rate of traf-
fic flow to use in road design, to ensure that a specified quality of service is provided to
the motorists using a new/improved facility. The procedures can also be used to assess
the quality of service provided on an existing road, thereby indicating whether or not it
needs upgrading.

While the actual capacity values given in the Highway Capacity Manual are gener-
ally considered to be directly applicable only in the United States, the level-of-service
approach espoused in this document — which is based on extensive research on
American roads over many decades — is widely used throughout the world, and adapted
to suit local conditions in most countries. It is not, however, directly used in road design
in Britain.

17.2.1 The level-of-service concept

The Highway Capacity Manual approach is basically concerned with the quality of ser-
vice provided by a roadway at a given rate of traffic flow per lane or per carriageway
as perceived by the driver of the vehicle. Six levels of service are defined for each road
type considered. These are designated as levels of service A through to F, with level
A representing free-flow, low-volume, high-speed, comfortable operating conditions
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while level F represents forced-flow, stop-start, uncomfortable conditions (see Fig.
16.1). The levels recommended by the American Association of State Highways and
Transportation Officials for use when designing various types of road in differing
locales are given in Table 17.1.

Table 17.1 Recommended levels of service for use with various types of road®

Rural
Road Urban and
type Level Rolling Mountainous suburban
Freeway B B C Cc
Arterial B B Cc (o!
Collector C C D D
Local D D D D

The following discussion provides some qualitative detail in relation to the application
of the level-of-service concept to traffic operations on two types of road, multi-lane
freeways (motorways) and two-lane single carriageway roads.

Freeways

Known as motorways in Britain, freeways are the highest form of dual carriageway
roads, with two or more lanes for the exclusive use of traffic in each direction and full
control of access and egress. Full control of access and egress means that through traf-
fic on the mainline has priority of movement, at-grade crossings and private driveway
connections are prohibited, and movements onto or off the mainline are only possible
by way of specific roads (called ramps in America and slip roads in Britain) which are
designed to ensure that high-speed merging and diverging manoeuvres can take place
with minimal disruption to the mainline’s through traffic. As a consequence, operating
conditions on freeways are mainly influenced by the interactions between vehicles with-
in the traffic stream, and between vehicles and the geometric characteristics of the
freeway. Environmental conditions such as weather and the condition of the carriageway
surfacing (e.g. whether there are potholes), and the occurrence of traffic incidents (e.g.
accidents or vehicle breakdown) also affect operating conditions.

When vehicles are operating under level of service A conditions on freeways, they are
almost completely unimpeded in their ability to manoeuvre within the traffic stream,
and the effects of minor incidents or breakdowns are easily absorbed without standing
queues being formed. These operating conditions afford the driver a high level of phys-
ical and psychological comfort. At level B operating conditions vehicles are still able to
operate under reasonably free-flow conditions, and traffic manoeuvres are only slightly
restricted.

Level of service C provides for stable operations at speeds that are still at or near
the free-flow speed. However, flows are at the stage where freedom of manoeuvre
within the traffic stream is noticeably restricted and lane changes require additional
care and vigilance by the driver. Minor traffic incidents may still be absorbed but
queues can be expected to form behind any significant blockage. These operating con-
ditions cause the driver to experience a noticeable increase in tension due to the
additional vigilance required for safe motoring. Level D is that at which speeds begin
to decline slightly with increasing flows, and small increases in flow within this range
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cause substantial deterioration in density. Freedom to manoeuvre is more noticeably
limited, and minor incidents cause substantial queuing because the traffic stream has
little space to absorb disruptions. Drivers experience reduced physical and psycho-
logical comfort levels.

Level of service E’s lower boundary describes driving conditions at capacity that are
extremely unstable because there are virtually no useable gaps in the traffic stream. A
vehicle entering the mainline, or changing lanes on the mainline, can cause following
vehicles to give way to admit the vehicle; this can establish a disruption wave which
works its way through the upstream traffic flow. At capacity any traffic incident causes
a serious breakdown of flow and major queuing occurs. Freedom to manoeuvre within
the traffic stream is extremely limited, and the driver’s physical and psychological com-
fort is extremely poor.

Level F describes forced or breakdown flow. It is usually associated with mainline
locations where the number of vehicles arriving is greater than the number that can tra-
verse the locations, i.e. when the ratio of the arrival flow rate to the capacity exceeds 1.
Level F operations are typically observed where traffic incidents cause a temporary
reduction in the capacity of a short segment of freeway, or where recurring points of
congestion exist, €.g. at merges or weaving areas.

Two-lane two-way roads

By definition these roads have one lane for use by traffic in each direction, and over-
taking of slower vehicles requires the use of the opposing lane when sight distance and
gaps in the opposing traffic stream permit. Two-lane roads compose the great majority
of most national road systems.

Two-lane roads perform a variety of traffic functions. For example, efficient mobility
is the main function of major two-lane roads that are used to link large traffic gener-
ators or as inter-city routes; thus consistent high-speed operations and infrequent
overtaking delays are normally desired for these roads. High-volume two-lane roads are
sometimes used as connectors between two major dual carriageway roads, and motorist
expectations in relation to quality of service are also usually high for these roads. In the
case of two-lane roads in scenic and recreational areas, a safe roadway is required but
high-speed operation is not expected or desired. Two-lane roads in rural areas need to
provide all-weather accessibility, often for fairly low traffic volumes; in these locales
cost-effective safe access is the dominant policy consideration and high speed is of lesser
importance.

When vehicles are operating under level of service A conditions on two-lane two-way
roads, motorists are able to drive at their desired speed, overtaking demand is well below
passing capacity, and almost no platoons of three or more vehicles are observed. Level
of service B characterises the region of traffic flow where the overtaking demand needed
to maintain desired speeds becomes significant. As volumes increase and approach the
lower boundary of level B the overtaking demand approximately equals the passing
capacity, and the number of platoons forming in the traffic stream begins to increase dra-
matically.

Traffic volumes are so high at level of service C that significant reductions in over-
taking capacity occur and these are associated with noticeable increases in platoon
formation and platoon size. Although traffic flow is still stable, it is more susceptible to
congestion caused by turning traffic and slow-moving vehicles.
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Unstable traffic flow is approached within level of service D and, at high volumes,
the opposing traffic streams essentially begin to operate separately. Overtaking demand
is very high while passing capacity approaches zero. Average platoon sizes of 5-10
vehicles are common. The proportion of no-passing zones usually has little influence on
overtaking. Turning vehicles and/or roadside distractions are causes of major shock-
waves in the traffic stream.

Overtaking is virtually impossible under level of service E conditions, and platoon-
ing is intense when slow vehicles or other interruptions are encountered. Operating
conditions at the lower limit of level E, i.e. at capacity, are unstable and difficult to
predict. As operating conditions approach that of level E perturbations in the traffic
stream often cause a quick transition to level of service F. As with other road types, on
two-lane roads, level F is associated with heavily congested flow and traffic demand
seeking to exceed capacity.

17.2.2 Level-of-service measures of effectiveness

Objective level-of-service measures for three differing road types are summarised in
Table 17.2.

Note that for freeways and for multi-lane single/dual carriageway rural and suburban
roads that are not/only partially access-controlled the concentration (density) of traffic
is assumed to be the prime measure of level of service. (Concentration, which is the
inverse function of the linear spacing between following vehicles, is expressed in pas-
senger cars per mile per lane in the United States, and in passenger cars per kilometre
per lane in Britain.) As the concentration of vehicles increases, a driver’s freedom to
choose his or her speed becomes increasingly more constrained. However, freedom to
manoeuvre within the traffic stream and proximity to other vehicles are equally notice-
able concerns, and these are related to the concentration of the traffic stream. For any
given level of service, the maximum allowable density on a freeway is somewhat lower
than for the corresponding service level on a multi-lane road; as might be expected, this
reflects the higher quality of service that drivers expect on freeways.

For two-lane roads ‘per cent time delay’ is used as the main surrogate for driver com-
fort, and (space) mean speed is a secondary consideration. Per cent time delay is defined
as the average percentage of the total travel time that all motorists are delayed in pla-
toons, unable to pass, while traversing a given section of road. Also, drivers are defined
as being delayed when they are travelling behind a platoon leader at speeds less than
their desired speed and at headways of less than five seconds; thus if 20 per cent of the
vehicles have time headways of less than five seconds, the per cent time delay is
assumed to be 20 per cent.

The mean speed and flow rate associated with the busier boundary of each level of
service for each type of road, under ideal conditions, are also given in Table 17.2. Ideal
conditions include: (a) 12 ft (3.65 m) lane widths; (b) 6 ft (1.82 m) clearance between
the edge of the travel lanes and the nearest obstructions or objects at the roadside or in
the central reservation; (¢) 70 mile/h (112 km/h) design speed for freeways and multi-
lane roads and 60 mile/h (96 km/h) for two-lane roads; (d) level terrain, and (e) all
passenger cars in the traffic stream. In the case of two-way two-lane roads it also
assumes a 50/50 directional split of traffic and no ‘no-passing zones’ on the road section
under consideration.
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Table 17.2 Summary of level-of-service characteristics of major U.S. roads, as
described in the Highway Capacity Manual

Level of Multi-lane rural
service Freeways* and suburban roads* Two-lane roads*
A Free flow. Max. concentration Free flow. Max. concentra-  Free flow. Most

= 10 pcu/mite/lane. (Mean
speed = free-flow speed and
is dependent upon design
speed or imposed speed limit.
Max. v/c at 70 mile/h = 32%
and 30% of ideal capacity

for 4-lane and 6+lane free-
ways, respectively, under
ideal conditions. Max. v/c is
lower for lower mean speed)

B Reasonably free flow. Max.
concentration = 16 pcu/mile/
lane. (Mean speed is depend-
ent upon design speed or speed
limit. Max. v/c at 70 mile/h
=51% and 49% of ideal
capacity for 4-lane and 6+
lane freeways, respectively,
under ideal conditions. Max.
v/c is lower for lower mean
speed)

Cc Max. concentration = 24 pcu/
mile/lane. (Mean speeds still
at or near free-flow speeds,
and max. v/c is at 68.5 mile/
h and = 75% and 71.5% of
ideal capacity for 4-lane and
6+lane freeways, respect-
ively, under ideal conditions.
Max. v/c is lower for lower
mean speed)

D Concentration begins to
deteriorate more quickly
with increasing flow. Max.
concentration = 32 pcu/mile/
lane. {Mean speeds begin to
decline slightly with
increasing flows and max.
v/c is at 63 mile/h and = 92%
and 88% of ideal capacity
for 4-lane and 6+lane free-
ways, respectively, under
ideal conditions. Max v/c is
lower for lower mean speed)

E Max. concentration = 36.7 and
39.7 pcu/mileflane for 4-lane
and 6+lane freeways, respect-
ively. v/c at lower LoS

tion = 12 pcu/mile/lane.
(Mean speed = 60 mile/h
and max. v/c at this speed
= 33% of ideal capacity,
under ideal conditions)

Reasonably free flow. Max.
concentration = 20 pcu/mile/
lane. (Mean speed = 60
mile/h and max. v/c at this
speed = 55% of ideal
capacity, under ideal
conditions)

Stable flow. Max. concent-
ration = 28 pcu/mile/lane.
(Mean speed = 59 mile/h,
and max. v/c at this speed
= 75% of ideal capacity,
under ideal conditions)

Approaching unstable flow.
Max. concentration = 34 pcu
/mile/lane. {(Mean speed = 57
mile/h, and max. v/c at

this speed = 88% of ideal
capacity, under ideal
conditions)

Max. concentration = 40 pcu/
mile/lane. (Mean speed =

55 mile/h, and max. v/c at
this speed = 100% of ideal

overtakings are easily
made and % time
delays never exceed
30%. (Mean speed 2
58 mile/h, and max.
v/c = 15% of ideal 2-
way capacity, under
ideal conditions)

Overtakings are

fairly easily made

but % time delays

may be up to 456%.
(Mean speed > 55 mile/
h and max. v/c =

27% of the ideal 2-
way capacity, under
ideal conditions)

Flow still stable.
Overtakings are
difficult and % time
delays may reach 60%.
{(Mean speed > 52 mile/
h, and max. v/c = 43%
of ideal capacity,

under ideal conditions)

Approaching unstable
flow. Overtakings are
most difficult and %
time delays are as
high as 76%. (Mean
speed 2 50 mile/h and
max. v/c = 64% of ideal
capacity, under ideal
conditions)

% time delays are more
than 75%. (Mean

speed 2 46 mile/h and
max. v/c at this spesd
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Table 17.2 continued

boundary = 100% of ideal capacity under ideal = 100% of ideal
capacity, under ideal condit- conditions) capacity, under ideal
tions, and speeds = 60 and 58 conditions)

mile/h for 4-lane and 6+ lane
freeways with free-flow
speed of 70 mile/h, respect-

ively)
F Highly unstable and Highly unstable and Heavily congested
variable flow variable flow flow

*|deal capacities for 4-lane and 6-8-lane freeways are 2200 and 2300 pcu/h/lane, respectively,
under ideal conditions. Ideal capacity for multi-lane rural and suburban roads is 2200 pcu/h/lane.
Ideal capacity (2-way flow) for 2-lane roads is 2800 pcu/h

In most capacity analyses, however, the prevailing operating conditions are not ideal;
thus the ideal capacity for each road type (and the level-of-service capacity flows
derived from each ideal capacity) must be adjusted to match the prevailing conditions.
The manner in which this is done is illustrated by Equation 17.1, which takes an ideal
capacity of 2800 pcwh for a two-lane two-way road and adjusts it to reflect a volume to
capacity ratio (v/c) appropriate for the desired level of service, directional distributions
other than 50/50, lane width restrictions and narrow shoulders, and some heavy vehicles

in the traffic streams. v

SF;=2800><(—-) X fix fi, X fuy (17.1)

¢J/i

where SF, = total service flow rate in both directions for the prevailing road and traffic
conditions, operating at level of service i (veh/h); (v/c), = the ratio of flow rate to ideal
capacity for level of service i, obtained from Table 17.3; f,= an adjustment factor for
directional distribution of traffic, obtained from Table 17.4; f = an adjustment factor for
narrow lanes and restricted shoulder width, obtained from Table 17.5; and Sy =2n
adjustment factor for the presence of heavy vehicles in the traffic stream, obtained from

" BE; —1)+PR(IER ~1)+ Py(E, - 1)]

where P, P, and P are the proportions of heavy commercial vehicles, recreation vehi-
cles, and buses in the traffic stream, respectively, with each expressed as a decimal, and
E, E, and E, are the passenger car unit equivalents for heavy commercial vehicles,
recreation vehicles, and buses, respectively, obtained from Table 17.6.

Full details of the adjustment factors to be used with different types of road operat-
ing under varying prevailing conditions are available in the Highway Capacity Manual.}

Ju (17.2)

17.2.3 Final comment on the level-of-service concept

The level-of-service concept marks a major contribution to traffic engineering and to
road design. As well as being a useful design and operations classification tool for traf-
fic engineers, it is a concept that is easily explained to and understood by the public —
who ultimately pay for and use the roads.



Table 17.3 Level-of-service criteria for two-lane roads3

Ratio of flow rate to ideal capacity of 2800 pcu/h (v/c) in both directions

Level terrain

Rolling terrain

Mountainous terrain

%
time
dslay

Ave.*

speed|

% no passing zones

20 40 60 80

100

Ave.*

speed

% no passing zones

0 20 40 60 80

100

Ave.*
speed

0

% no passing zones

20 40 60 80

100

<30
<45
< 60
<75
>75
100

mTMOO®>

> 58
> 55
2 52
> 50
> 45
< 45

0.15
0.27
0.43
0.64
1.00

0.12
0.24
0.39

0.09 0.07 0.05
021 0.19 0.17
0.36 0.34 0.33
0.62 0.60 059 0.58
1.00 1.00 1.00 1.00

0.04
0.16
0.32
0.57
1.00

257
> 54
251
> 49
2 40
< 40

0.15 0.10
0.26 0.23
0.42 0.39

0.07
0.19
0.35

0.05 0.04
0.17 0.15
0.32 0.30
0.62 0.57 0.52 0.48 0.46
0.97 0.94 092 091 0.90

0.03
0.13
0.28
0.43
0.90

256
> b4
> 49
> 45
>35
<35

0.14
0.25
0.39
0.58
0.91

0.09
0.20
0.33

0.07 0.04 0.02
0.16 0.13 0.12
0.28 0.23 0.20
0.50 0.45 0.40 0.37
0.87 0.84 0.82 080

0.01
0.10
0.16
0.33
0.78

* Space mean speed of all vehicles {mile/h) for roads with design speed > 60 mile/h; for roads with lower design speeds, reduce speed by
4 mile/h for each 10 mile/h reduction in design speed below 60 mile/h; assumes that speed is not restricted to lower values by regulation

Table 17.4 Adjustment factors for directional distribution of traffic on two-lane roads?

Directional distribution
Adjustment factor, f,

100/0
0.71

90/10
0.75

80/20
0.83

70/30
0.89

60/40

0.94

50/50
1.00
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Table 17.5 Adjustment factors for lane and shoulder widths on two-lane roads?

12 ft lanes 11 ft lanes 10 ft lanes 9 ft lanes
Useable
shoulder LoS LoS® LoS LoS® LoS LoSP LoS LoS®
width® (ft) A-D E A-D E A-D E A-D E
26 1.00 1.00 0.93 0.94 0.84 0.87 0.70 0.76
4 0.92 0.97 0.85 0.92 0.77 0.85 0.65 0.74
2 0.81 0.93 0.75 0.88 0.68 0.81 0.57 0.70
0 0.70 0.88 0.65 0.82 0.58 0.75 0.49 0.66

= Where shoulder width is different on each side of the roadway, use the average shoulder
width. b Factor applies for all speeds less than 45 mile/h

Table 17.6 Passenger car unit equivalents for use on two-lane roads?

Type of terrain

Vehicle Level of
type service Level Rolling Mountainous
Heavy A 2.0 4.0 7.0
commercial BandC 2.2 5.0 10.0
vehicles, E, DandE 2.0 5.0 12.0
Recreation A 22 3.2 5.0
vehicles, E, BandC 25 3.9 5.2
DandE 1.6 33 5.2
Buses, £, A 1.8 3.0 5.7
BandC 2.0 34 6.0
DandE 1.6 29 6.5

In summary, the level-of-service concept accepts that (a) there is a maximum (ideal)
capacity for a given ‘ideal’ lane or road section, (b) this maximum capacity value is
reduced if the prevailing road, environmental and/or traffic conditions are less than
ideal, (c) this maximum capacity describes vehicle operating conditions that are unsta-
ble and uncomfortable for drivers, (d) for each maximum capacity value there wre a
number of vehicle density or flow-rate descriptors that can be used to classify the oper-
ating conditions experienced by motorists (i.e. the level of service) on a given road
section at a given time, and () there is a vehicle concentration (for freeways and multi-
lane roads) or ‘per cent time delay’ (for two-lane two-way roads) that describes the
capacity at the lower bound of each level of service range. When designing a new road,
a design level of service is usually chosen (e.g. Table 17.1), and this is compared with
the design-hour volume to provide guidance for the selection of an appropriate road
cross-section. In the United States the design-hour volume most commonly selected for
new roads in non-built-up areas is that for the 30th highest hour in the design year,
adjusted for the peak 15-minute flow-rate within that hour.

Characteristic curves showing the highest hourly volumes, expressed as proportions of
the annual average daily traffic (AADT) and hourly traffic (AAHT), are given in Fig.
17.1. Note that for non-urban roads in particular the rate of decrease changes rapidly and
the ‘knee’ of each curve (i.e. where the steep slope associated with high peak hours
changes to a more gentle lower peak hour relationship) lies between the 20th and 50th
highest hours. On the basis of this form of relationship, it has been traditional American
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Fig. 17.1 Peak hour traffic volumes on various types of road in the central United
States, shown in descending order from the highest (adapted from reference 3)

practice to assume that it would be uneconomic to attempt to cater for the traffic volumes
experienced during the relatively few hours above the 30th highest hour on most rural
roads. The case is not so strong, however, for urban roads with their more repetitive traf-
fic flow patterns, and traffic volumes experienced during the 10th to 20th highest hours
(adjusted for the peak 15 minutes within the hour selected) are often proposed as design-
hour volumes for those roads in the United States. (The consistency of this relationship
was established in the eastern United States as far back as 1947, see reference 4, p.86.)

17.3 The British design-standard approach

Unlike most other countries Britain has not adapted the Highway Capacity Manual’s
level-of-service approach for road design. In this country a relatively independent
approach has been developed which is based upon empirical British research studies
related to different discrete aspects of road operation and analysis. These studies have
resulted in the establishment of ‘practical capacity’ design standards for use in rural and
urban road design, which form the basis for subsequent economic and environmental
analysis before the final decision is taken as to which road layout to use.

17.3.1 Rural road design flows

Table 17.7 shows the traffic flow values currently used in the design of non-urban roads
in Britain. In relation to this table it is important to appreciate that the recommended



Table 17.7 Design flow levels recommended for rural road assessment purposes in Great Britain®

Intersection options relating to flow

*Road class 24-h AADT
(COBA flow Edge Access Minor road Major road
classification) (veh) treatment treatment ‘ intersection intersection
Normal 7.3 m Up to im Restriction of access. Simple intersections Ghost islands, single
single 13 000 hardstrips Turning movements or ghost islands lane dualling, or
carriageway, S2 concentrated. Clearway roundabouts
at top of range
Wide 10 m singie 10 000 to As S2 As S2 Ghostislands, single As S2
carriageway, WS2 18 000 lane dualling, or
roundabouts

Dual 2-lane 11000 to As S2 As S2 Priority intersections. Generally at-grade
all-purpose 30 000 No other gaps in the roundabouts
carriageways, central reservation
D2AP

<30 000 to As S2 Restriction of access No gaps in the central Generally grade-

46 000 severely enforced and reservation separation

left turns only. Clearway

Dual 3-lane all- 40 000 As S2 Restriction of access No gaps in the central Generally grade-
purpose carriage- and above severely enforced and reservation separation
ways, D3AP left turns only. Clearway
Dual 2-1ane €28 000 to Motorway Motorway regulations None Grade-separation
motorway, D2M 54 000 standards
Dual 3-lane 50 000 to As D2M As D2M As D2M As D2M
motorway, D3M 79 000
Dual 4-lane 77 000 and As D2M As D2M As D2M As D2M
motorway, D4M above

*The detailed dimensions of each of these carriageway layouts are given in reference 11 (see also Chapter 18).® The upper limit of flow range assumes
a maximum diverting flow of about 2000 veh/day during maintenance works.c The upper limit of flow range assumes a maximum diverting flow of
about 10 000 veh/day during maintenance works.
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road classes do not guarantee any particular level of service for the traffic flows using
them; rather they are simply guides to the road layouts that are likely to be economically
and operationally acceptable in most instances, and which are therefore justified for sub-
sequent analysis. These are a number of points about Table 17.7 that are worth
emphasising.

1.

The flow ranges are the 24-hour annual average daily traffic (AADT) flows for high-
way links in the design year (i.e. the 15th year after opening). They have no
significance other than providing convenient starting points for assessment, and are
not intended to indicate the ultimate flow (i.e. the maximum capacity) which a road
can carry.’ They result from economic and operational analyses which reflect the
costs and benefits of different carriageway widths both during normal operating con-
ditions and during maintenance, and assist designers by providing a starting point for
scheme assessment of those road widths within whose range either or both of the high
and low traffic forecasts fall.

. The lower bound of a flow range is determined from an economic assessment; it indi-

cates the lowest flow at which a given carriageway width is likely to be economically
preferred to a lesser width. The upper bound of each flow range is based not only on
economic assessment but also on an operational assessment of the acceptable
diversion flow to other roads during maintenance works.% Table 17.8(a) relates the
two-way carriageway flow (AADT) in the 15th year after opening to the maximum

Table 17.8 Maintenance arrangements relating to the derivation of the upper
limits of the recommended traffic flows®

(a) Permitted diverting traffic

Diverting flow (veh/day):
Road
class 500 2000 5000 10 000 12 000
2-way carriageway flow (AADT x 10° veh):

S2 10 13 18 23 25
ws2 26 32 38 - -
D2AP 27 32 38 46 49
D3AP 51 58 67 78 81
D2M 27 33 42 54 59
D3M 52 60 67 79 82
DaM 65 74 86 101 104

(b} Traffic management measures

Road Width available Traffic management

class without works (m) during maintenance

S2 9.3 Shuttle working

WS2 12.0 2-way working

D2AP 2x93 1 + 1 contraflow on secondary carriageway
D3AP 2x13.0 2 + 2 contraflow on secondary carriageway
D2M 2x11.3 2 + 1 contraflow on secondary carriageway
D3M 2X143 2 + 2 contraflow on secondary carriageway
DaM 2x179 2 lanes open on primary carriageway

3 + 2 contraflow on secondary carriageway
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permitted diverting flow during maintenance; this table should not be regarded as
applying directly to an individual scheme but rather as a guide to the maximum daily
two-way diverting flow permitted in the 30-year (evaluation) life of the road — for
instance, if the maximum diversion permitted from an S2 road at any time in the 30-
year period is 2000 veh/day, then the carriageway flow should not exceed 13 000 ADT
in the 15th year after opening. Table 17.8(b) shows the assumed traffic management
arrangements during the maintenance works; in this table the ‘primary carriageway’ is
the one being maintained, while the other is the ‘secondary carriageway’.

3. The 15th year after the opening of the road to traffic is taken as the design year. This
is considered to be a reasonable time to look ahead, particularly when the additional
planning time is taken into account; it recognises that the further one looks into the
future the more uncertain traffic predictions become. It also follows from the dis-
counting technique used by COBA whereby the present value of benefits diminish
the further into the future that the benefits accrue. The 15th year after opening is also
used for other analysis purposes, €.g. noise calculations and the geometric design of
intersections.

4. The unit of traffic flow used for design purposes is the 24-hour AADT, which is the
total annual traffic planned for the road divided by 365. (Appropriate peak-hour flows
for the main types of road can be estimated by applying the peak-hour flow factors
in Table 20.3.)

5. Design flows are expressed in vehicles, not equivalent passenger car units. Reasons
given for not using pcus are:’ (a) the pcu-value of a heavy vehicle is different under
different road and traffic conditions, so that the main attraction of its usage — its sim-
plicity — is lost; (b) there is very little experimental backing for the conventional
all-purpose pcu-values; and (c) even if traffic flows are expressed in pcus the average
traffic speed is still a function of the proportion of heavy vehicles, so that the use of
pcu-factors does not fully express the effect of traffic composition.

6. As traffic flows increase a higher standard of rural road is generally recommended.
However, for a motorway to be considered it must be intended to connect it with the
national motorway network, or form part of a new motorway at least 20 km long, as
well as having the high-growth traffic forecast exceed 28 000 AADT in the 15th year
after opening.

7. General rural road layout features, including suggested intersection types, are also
given in Table 17.7 for the various design flows.

17.3.2 Urban road design flows

Department of Transport flow recommendations to be used in selecting two-way and
one-way urban road layouts are given in Tables 17.9 and 17.10, respectively. The urban
roads in these tables are defined as roads in built-up areas which are two- to six-lane sin-
gle carriageways with speed limits of 40 mile/h (64 km/h) or less, and dual carriageway
roads (including motorways) with speed limits of 60 mile/h (96 km/h) or less. As with
the rural road data, the urban road design flows specifically apply to roads functioning
as traffic links and are independent of intersection capacities.

All the design flows allow for traffic compositions containing up to 15 per cent heavy
(>1.52 t unladen mass) commercial vehicles, and no adjustments are required for lesser
commercial vehicle contents. However, the peak hourly flows in the design year should



Table 17.9 Recommended design flows for two-way urban roads®

Peak flows (veh/h) for carriageways of width (m)

Single carriageways Dual carriageways
2-lane* 4-lane’ 6-lane’ 2-lane' 3-lane’
Road type 6.1 675 13 9 10 123 135 146 18 675 173 11

A Urban motorway, no frontage access,
grade-separation at intersections 3600 5700

B All-purpose road, no frontage access,

no standing vehicles, negligible

cross-traffic 2000 3000 2550 2800 3050 2950* 3200* 4800*
C All-purpose road, frontage

development, side roads, pedestrian

crossings, bus stops, waiting

restrictions throughout the day,

loading restrictions at peak hours 1100 1400 1700 2200 2500 1700 1900 2100 2700

* Total for both directors of flow; 60/40 directional split can be assumed; ! for one direction of flow; * includes division by line of refuges as well as
central reservation; effective carriageway width excluding refuge width is used
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Table 17.10 Recommended design flows for one-way urban roads®

Peak flows (veh/h) for carriageways of width {m)
Road type 6.1 6.75 73 9 10 11

All-purpose road, no frontage access,
no standing vehicles, negligible cross-
traffic 2950 3200 4800

All-purpose road, frontage

development, side roads, pedestrian

crossings, bus stops, waiting

restrictions throughout the day,

loading restrictions at peak hours 1800 2000 2200 2850 3250 3550

be reduced by the amounts given in Table 17.11 when the proportions of heavy com-
mercial vehicles exceed 15 per cent.

Table 17.11 Total reductions in flow level (veh/h) to be applied to Tables 17.9 and
17.10 for heavy commercial vehicle contents in excess of 15 per cent®

Motorway and dual Single carriageway roads
Heavy carriageway all-purpose roads 2 10 m wide <10 m wide
vehicle
content (%) per lane per carriageway per carriageway
15-20 100 150 100
20-25 150 225 150

Parking is often permitted, or not prohibited, on wide single carriageway roads. The
design flows for such links can be also obtained from Table 17.9 using the effective
carriageway widths derived after application of the data in Table 17.12. Note also that
this latter table shows that the effect of parking on traffic flow is not ditectly propor-
tional to the number of vehicles parked, i.e. small numbers of parked cars have a
relatively large impact on effective width and, therefore, on traffic flow.

Table 17.12 Effect of parked vehicles upon useful carriageway width (based on data
from reference 9, p.211)

No. of parked vehicles per km Effective loss of carriageway
(both sides added together) width (m)

3 0.9

6 1.3

30 2.2

60 2.7

125 3.2

310 38

Unlike the data for rural roads the urban road design flows in Tables 17.9 and 17.10 are
given in vehicles per hour rather than in terms of AADT. Peak-hour flow demand is
defined as the highest flow for any specific hour of the week averaged over any consecu-
tive 13 weeks during the busiest period of the year. In Britain the busiest three-month
period is from June to August and, while local variations can occur, the weekday peak hour
is normally 5-6 p.m., Friday. While new urban links are designed for maximum hourly
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flows in the design year, i.e. the 15th year after opening, these design flows are not nec-
essarily determined by measuring current peak-hour flows and projecting them forward on
the basis of unrestrained growth; rather these are usually adjusted to reflect the influence
of restraint measures adopted by the governmental authority as part of the overall trans-
port planning for the area.

Note also that design flows are not given for urban roads of lesser traffic-handling
calibre than all-purpose type C roads, as their physical characteristics are expected to be
more prohibitive to the flow of traffic. Also, environmental considerations may well pre-
dominate over traffic ones when determining acceptable traffic flow levels on some of
these lower-order roads.

All-purpose roads are normally designed for standard carriageway widths. However,
the reason that design flows for non-standard widths are given in Tables 17.9 and 17.10
is that special circumstances, in older urban areas in particular, often give rise to an
unavoidable need for a non-standard carriageway.

In reality, one-way road schemes often use all-purpose roads that are already in exis-
tence so that the terminal intersection is often the prime determinant of the design flow.
Similarly, for many existing two-way all-purpose roads their maximum capacities are
more likely to be determined by the capacity of their terminal junctions than by the char-
acteristics of the links themselves.

17.3.3 Final comment on the British design-standard approach

The procedure involved in using the design-standard approach to select an appropriate
road layout is most easily summarised on a step-by-step basis for a rural road:

Step 1. Forecast the high- and low-growth AADT flows for the 15th year after opening,
based on the original assignments to the road section under consideration. (Table 17.13
summarises the current national forecasts of road traffic and vehicles.)

Step 2. Select for local assessment those carriageway widths within whose Table 17.7
flow range either or both of the forecasts fall. For example, if the forecast flow range is
16 000 to 20 000 AADT, Table 17.7 suggests WS2 and D2AP roads for 16 000 AADT
and a D2AP road for 20 000 AADT. Hence, WS2 and D2 AP roads should be considered
for further assessment.

Step 3. Consider whether there are any local circumstances which suggest that addi-
tional road types should be considered, e.g. unusually high or low costs, severe
environmental impacts, operational changes, and/or anticipated major network changes
during the evaluation period.

Step 4. Carry out detailed economic and environmental assessments to determine the
optimal road width.

Overall, it can be seen that the above approach to selecting a road layout is significantly
different from the Highway Capacity Manual’s approach whereby a given layout with a
specified level-of-service capacity is matched with the predicted design-hour flow for
the design year. The British approach of using a range of traffic forecasts for the 15th
year after opening to identify the approximate carriageway requirements, and then to
use assessment criteria to test alternatives consistent with this range over the assumed
life of the scheme is, in fact, similar to that used when selecting a preferred route.



Table 17.13 Low and high forecasts of road traffic and vehicles in Great Britain for years 1995 to 2025.' (Note: the index for 1993
is taken as 100)

Year

1995 2000 2005 2010 2015 2020 2025

Vehicle kilometres
Cars and taxis 104 114 123 133 142 151 160
107 123 138 153 167 180 193
Goods vehicles >3.5t 103 110 119 127 137 147 158
- 105 118 134 151 171 194 219
Light goods vehicles 104 114 125 137 150 165 181
106 124 145 169 197 230 268
Buses and coaches 100 100 100 100 100 100 100
100 100 100 100 100 100 100
All motor traffic 104 113 123 132 142 151 161
(except 2-wheelers) 106 122 138 153 168 183 198

Car ownership

Cars per person 104 112 119 126 132 138 144
105 117 128 137 145 152 158
No. of cars 104 113 121 129 136 142 149
106 119 130 140 149 157 164

Tonne-kilometres of
road freight carried by 104 114 125 137 150 165 181
goods vehicles >3.5 t 106 124 145 169 197 230 268
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CHAPTER 18

Road accidents

C.A. O'Flaherty

Worldwide, deaths and injuries from road accidents have reached epidemic proportions.
Present indications are that about 0.5 million people are killed and 15 million injured on
the world’s roads every year. Next to circulatory diseases (including heart attacks and
strokes) and cancer, road accidents are probably the third major cause of death in the
developed world. Collisions on roads are now the main cause of death for young people
in the age group 15-25 years.

The purpose of this chapter is to describe some trends in respect of road accidents,
their main causes and characteristics, and some means by which they may be alleviated.

18.1 International comparisons

Absolute comparisons of fatality and (particularly) casualty rates in different countries
must be treated with care as they contain results arising from differing traffic composi-
tions, variations in the proportions of travel occurring in built-up areas, differences in
quality of street lighting, road standards, vehicle legislation, etc. Accident reporting pro-
cedures also vary considerably between countries. Road fatalities are the simplest to
compare but these are also complicated by problems of definition: in Britain a death is
due to a road accident if it occurs within 30 days; in Italy, seven days; in France, six
days; in Greece, three days; and in Japan, Spain and Portugal, one day.

The seminal work' on comparing fatality rates, which was based on data from 20
developed countries for the year 1938, gave the equation:

fatalities/vehicle = 0.0003 (vehicles/population)-23 (18.1)

Although this empirical relationship has been criticised for its simplicity, it suggests that
the number of fatalities per vehicle is not a constant but decreases as the number of reg-
istered vehicles per person increases in a given country. In other words, road users
become more careful and governmental authorities adopt more road safety measures as
the roads are perceived to become more dangerous.

More recent work? draws a parallel with findings from studies of industrial
processes, where the rate of failures (e.g. defective goods manufactured) normally
declines exponentially over time. In this context road accidents and casualties are the
failures of the national road transport system, and the rate of failure (expressed as
accident, fatality, and casualty rates per billion vehicle-kilometres) can be expected
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to decline exponentially as a given country learns to cope with motorised transport.
The decline is then the result of a combination of national factors, such as improved
standards of vehicle design, and the increasing personal experience of modern road
conditions.
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Fig. 18.1 European road safety trends?

In terms of absolute numbers nearly all countries saw increasing road casualties in
the post-World War II period; this continued until the early 1970s, after which there
were decreases, especially in the number of fatalities. Figure 18.1 shows overall road
safety trends in 19 European countries (excluding countries with economies in transition)
in the period 1970-91. Table 18.1 compares road fatality rates for some selected countries.

Table 18.1 International comparison of road accident fatality rates in 1992"

Vehicles Deaths Deaths Car user Pedestrian

per 10° per 10° per 10°  deaths per 10° deaths per
Country population population vehicles car-kms 10° population
Britain 441 7.5 17 6 2.4
Germany 574 13 23 14 2.2
ireland (Rep.) 317 12 37 8 3.2
Netherlands 466 8 18 7 1.0
USA *763 15 *20 9 2.2

* Excludes mopeds and moped users

The following points were highlighted by an OECD analysis® of international statistics.

1. Even though night-time traffic flows are much lower, approximately one third to one
half of road accidents occur at night. Casualty rates and severities are much higher
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at night than during the day. Alcohol is a major cause of accidents at night. Young
drivers are statistically over-represented in night accidents.

2. Between one third and one half of all fatal accidents to adults involve drivers with
measurable alcohol and/or drug presence.

3. The total number of accidents in fog is small (1-3 per cent); however, they often
involve multiple collisions and, on motorways, increased severity. Wet weather typ-
ically accounts for 15-25 per cent of all accidents; lack of visibility and of skid
resistance are equal causes of the increase in accident rates. Accidents under snow
conditions are usually less severe than those under other adverse weather conditions.

4. Some 10-20 per cent of road fatalities are victims of collisions with natural or artifi-
cial obstacles alongside the road.

5. Children and elderly people often represent the majority of casualties on residential
streets. Accident locations on residential streets are scattered widely, with few clus-
ters occurring.

6. Increases in traffic speed give rise to increased accident occurrence and, other things
being equal, a reduction in mean traffic speed gives rise to a reduced accident rate
and lower accident severity.

7. Heavy commercial vehicles (HCVs) pose low accident risks for their occupants but
are relatively high accident risks for other road users. Fatality rates for car/HCV acci-
dents are 6 to 80 times higher than those for car/car accidents, depending on the
direction of impact.

8. Young drivers (S 25 years) have three to four times the average accident rate. Lack
of driving experience may be a contributing factor in 10—15 per cent of all car acci-
dents.

9. Pedestrians have a higher accident risk per kilometre travelled than most other road
users. Pedestrian accidents occur mainly in urban areas. Children and elderly pedes-
trians have higher accident risks per capita than adults in the ‘between’ group.

10.The average elderly (65+) accident victim is about three times as likely to die from
injury as a victim from the 2564 age group. Elderly drivers are relatively less
involved in single-vehicle accidents (a category in which the young are over-repre-
sented); however, the elderly are relatively more involved in collision accidents,
especially at intersections, when changing direction or when joining a traffic
stream.

18.2 Accident trends in Great Britain

Figure 18.2 summarises the scale and extent of the road accident and casualty problems
in Britain since 1949. In 1993 Britain’s population was approximately 56.4 million,
there were 24.826 million vehicles, and travel by motor vehicle amounted to 4.1 x 10"
veh-km.* 3814 people were killed, and some 45 000 seriously injured and 257 200
slightly injured in 1993; this number of fatalities is the lowest since records began in
1926 and compares well with 7985 deaths (the peak) in 1966. While a significant part
of the containment in fatal and serious accidents can be attributed to the relative decline
in cycling and walking as transport modes, as well as to higher standards of medical
care, much is undoubtedly due to the application (through engineering, education and
enforcement) of the lessons learnt from accident research.
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Fig. 18.2 Indices of popuilation, vehicles registered, traffic, and reported fatalities and

injury casualties in Britain®
Numerous accident studies carried out in Britain have generally confirmed the OECD

trends described previously. Some other trends/statistics of relevance in Britain are

shown below.
1. The risk of an accident is greatest on built-up roads (i.e. with speed limits < 64 km/h)
and least on motorways (see Table 18.2). About three quarters of all accidents occur
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Tablq 18.2 Accident rates and numbers on various types of roads in Britain in 1993
and average for 1981-85"

Non-built-up* Built-up*
Accidents Motorways A roads Other roads Aroads Other roads
1993
Rate per 10° veh-km 11 28 44 95 87
Numbers 6863 33053 20 412 74774 93763
1981-85
Rate per 10® veh-km 13 40 52 132 134
Numbers 4246 31952 21681 87 538 103 761

*Excluding motorways

on built-up roads; however, about half of the fatal accidents occur on non-built-up
roads (mainly) and motorways. Note that only 3—4 per cent of all fatal accidents occur
on motorways, which cater for some 15 per cent of all motor vehicle travel.

2. On rural single carriageway roads:>¢ (a) one third of all accidents involve one vehi-

W

cle only; (b) single-vehicle accidents are more likely than others to be associated with
B and C roads, night, the youngest drivers, and with ‘going ahead on a bend’; (c)
about one fifth of all accidents involve a single vehicle leaving the carriageway while
going ahead between intersections; (d) high-performance cars are disproportionately
involved in non-intersection accidents, in single-vehicle accidents, and in overtaking
accidents; (e) accidents at (i.e. within 0—20 m of) intersections account for more than
one third of the accidents; (f) about 80 per cent of accidents at intersections occur at
unsignalised layouts; (g) the most frequent type of accidents at T-intersections are
those involving a right-turning vehicle from the minor road (27 per cent), a right turn
from the major road (22 per cent) and rear shunts (20 per cent); (h) the most frequent
type of accidents within 20-100 m of a T-intersection are single-vehicled (42 per
cent), head-on (26 per cent) and rear shunts (20 per cent); and (i) the annual fre-
quency, 4, of accidents at T-intersections is given by

A =024 (QP)P* (18.2)

where QP is the product of major and minor road inflows in units of thousands of
vehicles per day.

. Cross-over intersections on rural roads are more dangerous than T-junctions.
. About one half of all annual personal-injury road accidents occur at urban intersec-

tions, and about one half of these occur at major-minor intersections.

. The percentage of all accidents involving skidding is much higher on wet roads than

on dry ones. Motorcycles are 10 times more likely to be involved in personal-injury
skidding accidents than cars.

. Provided that dual carriageway intersection accidents are excluded, the overall acci-

dent rate on modern dual carriageways with minimal frontage development is similar
to that for motorways; however, the proportion of fatal and serious accidents is much
higher on all-purpose dual carriageways. Modern dual carriageways have lower acci-
dent rates than old ones.
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Table 18.3 provides some data regarding the proportions of different categories of
road user killed and injured on the roads in 1993. Table 18.4 compares, by age group,
the average numbers and percentages of those killed and seriously injured on the roads
in the 198185 period with those in 1993.

Table 18.3 Road user casualties in Britain, 1993

Type Killed (%)* All {%}* Type Killed (%)* Al {(%)*
Pedestrians 325 15.7 Bus/coach drivers
and passengers 0.9 3.0
Light goods vehicles
Cyclists 49 7.9 drivers and passengers 24 2.4
2-wheeled motor
vehicle riders (incl. Heavy goods vehicles (<3.5t)
passengers) 11.2 8.2 drivers and passengers 1.5 1.1
Car drivers and
passengers 46.1 61.3 Total number killed = 3814
Total number of casualties = 306 020

* Percentages do not add to 100 as total numbers include other road users and type not
reported

Table 18.4 Persons killed or injured on Britain's roads, by age group

Average in 1981-85 In 1993 Change from 1981-85
period period to 1991
Age group No. % No. % %
Killed
0-15 563 10.1 306 8.1 -45.6
16-59 3549 63.6 2382 62.7 -32.9
60+ 1470 26.3 1111 29.2 -24.4
All casualties
0-15 50333 158 42590 14.2 -15.4
16-59 233996 73.6 224767 748 -3.9
60+ 33540 10.6 33027 110 -1.5

18.2.1 Policy

In 1987 the Government set a target to lower road casualties by one third by the year
2000, compared with the 198185 average. On average there were 321 912 injured (all
severities), 74 532 seriously injured, and 5598 killed in each year of the 198185 period.
By 1993 the total number of casualties and the total killed had declined by 5 and 32 per
cent, respectively. Over this time the casualty rate dropped by approximately 32 per
cent, from 108 to 74 per 10® veh-km, while the vehicular travel increased by 39 per cent.
With this policy priority is given to lowering the casualties amongst the most vulner-
able road users — children, pedestrians, cyclists, motorcyclists, and the elderly —
particularly in urban areas where the great majority of road accidents occur.
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18.2.2 Car accidents

Car (including taxi) drivers and their passengers account for the greatest number of per-
sons killed and injured on the roads. In each year of the period 1981-85 they accounted
for, on average, 2198 fatalities and 143 941 casualties (all severities); by 1993 the total
number of car travellers killed had declined by 24 per cent, but the total number of casu-
alties rose by 30 per cent.

The 1980s were a decade of considerable expansion in car usage. Between 1981 and
1985 cars and taxis accounted for 234.49 x 10° veh-km of travel each year, on average;
in 1993 the figure had risen by over 43 per cent. On an exposure-to-risk basis the aver-
age annual 1982-85 car casualty rate of 62 per 10° veh-km dropped by 9.5 per cent by
1993, even though the total number of casualties increased.

Accident analyses (see reference 7) indicate that the likelihood of a car driver being
involved in a road accident is mainly dependent on his or her exposure to risk (i.e. total
distance travelled each year), age and driving experience (measured as the number of
years since passing the driving test). The injury-accident involvement rates of 17 to 20-
year-old male car drivers per kilometre driven is about seven times that of drivers aged
about 50; after the age of 65 injury-accident involvement rates begin to rise again.
Female driver injury-accident involvements show a similar pattern although young
females exhibit only half the rate of their male counterparts, but involvement rates for
older female drivers rise to a rate nearly twice that for men of similar age.

18.2.3 Pedestrian accidents

Next to car drivers and passengers, pedestrians form the second largest group of road
casualties. In 1993 pedestrians reported as involved in road accidents amounted to ca 16
per cent of all casualties; this compares with ca 20 per cent throughout the 1970s and
19 per cent (average) during 1981-85. The pedestrian proportion of all fatalities also
declined from 39 per cent (ca 3000) in the late 1960s/early 1970s to 33 per cent (1863
average) during 1981-85; the proportion has remained essentially constant since then,
although the number of pedestrians killed declined to 1241 by 1993.

Children (<15 years) comprised 13 per cent (165) and 38 per cent (18 249) of
pedestrian fatalities and casualties, respectively, in 1993. Whereas over €9 per cent of
pedestrian accidents occur on built-up roads, those involving children tena (o be scat-
tered across the road network (vis-a-vis those involving adults which tend to be more
clustered). More child accidents occur during the week between 8-9 a.m and 3—7 p.m.
then at other times, coinciding with regular trips to/from school.® Almost 25 per cent
more child pedestrian casualties occur in summer than in winter (due at least partially
to a greater exposure to risk in the longer summer evenings). For both boys and girls
casualty rates rise to a peak at age 12; however, boys are more at risk than girls as they
tend to play more often in the streets, especially between the ages of six and ten years.

Various studies have also shown that there is a general tendency for child pedestrian
fatality rates to increase with town size, and for casualty rates to be highest in the inner
areas of conurbations. Also, there are two to four times fewer accidents in areas with
modern residential road layouts than in older ones. Higher child casualty rates are also
reported amongst low income groups (probably because they tend to live in areas of
higher residential density) and ethnic minorities (possibly related to their travel patterns
and lesser access to safety education).
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An adult pedestrian involved in a road accident is 3.5 times more likely to die than a
child pedestrian involved in an accident. The greater recuperative powers of children
vis-a-vis adults (especially the elderly) are undoubtedly an influence here.

A Transport Research Laboratory analysis of pedestrian accident data in 1980 gave the
information in Table 18.5 regarding the relative blameworthiness of drivers and pedes-
trians. Another more recent analysis of adult pedestrian fatalities® concluded that 38 per
cent had been drinking prior to the accident, and that 77 per cent of these had blood
alcohol concentrations in excess of 80 mg/100 ml (the legal limit for driving in Britain).

Fatal accidents to drinking pedestrians are most common between 10 p.m. and mid-
night. Seasonal vartations in the numbers of drinking pedestrian fatalities are broadly
similar to those for adult pedestrians as a whole, both peaking in December and having
lowest levels in mid-summer. The great majority of drinking fatalities are males. Although
the fatality rate for retired pedestrians involved in accidents is very high, the incidence of
heavy drinking in this group is low. The drinking problem is particularly acute amongst
those in their early 20s and middle 40s from lower socio-economic groups.

Table 18.5 Who are at fault in pedestrian accidents

Degree of involvement Drivers (%) Pedestrians (%)
Primarily at fault 41 65
Partially at fault 19 14
No blame allotted 40 21

18.2.4 Two-wheeled motor vehicle accidents

After climbing during the 1970s, two-wheeled motor vehicle (motorcycles, scooters
and mopeds) numbers and usage declined throughout the 1980s. While the fatality and
total casualty numbers for two-wheeled motor vehicle riders declined by 57 per cent
(to 427) and 62 per cent (to 25 066), respectively, between 1981-85 and 1993, these
road users are still at the greatest risk. In 1993 two-wheeled motor vehicles accounted
for only 2.6 per cent (650 000) of the motor vehicle fleet and 1 per cent of the vehicle-
kilometres travelled; however, they also contributed 8.2 per cent of the fatalities and
11.2 per cent of all casualties. Their casualty rate in 1993 was 598 per 10® veh-km, the
highest for all motorised vehicles.

Within the two-wheeled motor vehicle category of motor vehicle casualties, 78 per
cent involved motorcycle riders and their passengers.

The conclusions of various analyses of accidents in Britain involving motorcycles
(see reference 10) follow.

1. The likelihood of being involved in an accident is dependent predominantly on a
rider’s age, experience and exposure, and accident frequency decreases rapidly with
increasing age and riding experience (with the rate of decrease reducing with
increasing age and experience) while it increases with increasing mileage ridden
(with the rate of increase reducing with increasing travel).

2. Accident frequency increases from riding predominantly in built-up areas and from
riding in the winter.

3. About two thirds of motorcycle accidents occur at intersections.
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4. Up to age 28 motorcyclists tend to ride larger machines as they grow older, but after
this age the size of the machine appears to be of less importance and it tends to fall
progressively.

. The carriage of passengers increases with engine capacity.

6. Casualty and accident-involvement rates per kilometre travelled are highest for
51-125 cc machines (probably due to the number of riders who are learners) but
they fall gradually with increasing engine capacity.

7. The fatality rate per 10® veh-km is half the average for the smallest machines, rises
to twice the average for 251500 cc machines, and is 40 per cent above average for
machines over 500 cc.

8. The fatality rate is highest on non-built-up roads whereas the all-casualty rate on
non-built-up roads is less than half that on built-up roads.

9. Most motorcyclist fatalities result from head injuries.

10. The risk of death or serious injury due to head injury alone is much less for those

wearing a safety helmet than for those without, and full-face helmets reduce the
chance of head injury as compared with open-faced ones.

wn

18.2.5 Bicycle accidents

Bicycle usage and bicycle accident trends vary considerably from country to country. In
Britain bicycle usage and the number of reported cyclist casualties and fatalities fell
steadily from post-World War II until the mid-1970s. Following the 1973—74 energy
crisis, bicycle usage and cyclist casualties and fatalities rose until peaking in 198284,
and then declined again. Between 1981-85 and 1993 the reported number of fatalities
and total casualties declined by 40 per cent (to 186) and 15 per cent (to 24 068), respec-
tively, while cycle traffic was estimated to decline by 26 per cent. (Note: pedal cyclist
traffic only accounts for about 2 per cent of all vehicle-kilometres travelled on Britain’s
roads.) The official statistics for cyclist travel and casualties suggest that the casualty
rate increased from 463 (average) to 533 per 10® veh-km over the same period.

Many bicycle accidents are not reported; one study concluded!' that the number of
pedal cycle accidents per year could be 3.3 times that reported in the national statistics.

Most bicycle accidents occur at intersections on minor roads in built-up areas in day-
light; conventional roundabouts appear to be particularly hazardous sites. Many bicycle
accidents involving children do not involve a motor vehicle; playing, doing tricks, trav-
elling too fast, and general loss of control are major causes of accidents involving
children under thirteen. Older cyclists are more likely to have an accident involving a
motor vehicle. A significant change in recent years has been a shift in risk from child
cyclists, who are cycling less, to adult cyclists, who are cycling more. Head injuries are
the major cause of death to cyclists involved in road accidents.

18.2.6 Public service vehicle accidents

Accident and casualty rates for public service vehicles showed continuing declines
throughout the 1980s. Deregulation of buses and coaches in 1985 does not appear to
have increased accident rates.!> A limited national study suggests that small buses have
substantially lower accident rates than larger ones.
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18.3 Accident costs

Accidents represent a significant cost to the national community. The total cost-benefit
value of road accidents in 1993 was estimated to be £10 780 million, of which £8740
million was attributed to personal-injury accidents; damage-only accidents accounted
for the rest.!” Table 18.6 shows the average costs per injury accident and per casualty.

Table 18.6 Average costs of accidents, by road type, and of road casualties in Britain

in 1993

Accident Costs (£) per accident on roads that are: Costs (£), all roads, per
type Built-up Non-built-up Motorways Accident Casualty
Fatal 805 090 908 910 990 880 863 370 744 057
Serious 95 600 114 330 122 850 101 990 84 262
Slight 9380 11520 13570 9970 6540
All injury 30 200 61650 51 800 38 200 27 160
Damage only 940 1380 1330 1000 -

Note that the average cost per casualty for each type of severity is lower than the aver-
age cost per accident. This is because accident costs include elements that are not
casualty specific (such as police and insurance administration, and property damage)
and because there is normally more than one casualty involved in each accident.

Table 18.6 also shows that the average cost of an injury accident is lowest on built-
up roads. Accidents on built-up roads have, on average, fewer casualties per accident
and a lower proportion of fatal and serious casualties per accident vis-a-vis the other
(higher speed) roads.

18.4 Reducing the accident toll

18.4.1 Factors contributing to road accidents

The main factors contributing to accidents as determined in a major on-the-spot analy-
sis of 2042 accidents'® are summarised in Fig. 18.3. Note that these factors are
distributed such that the human element contributed to nearly 95 per cent of all acci-
dents, road factors to 28 per cent, and vehicle factors to 8.5 per cent. The road user was
the sole contributor in 65 per cent of the accidents; in contrast the road and vehicle fac-
tors were usually linked with a road user factor.

The principal road user factors are:

e perceptual errors, e.g. driver or pedestrian looks but fails to see, distraction or lack of
attention, or misjudgement of speed or distance

e lack of skill, e.g. inexperience, lack of judgement, or wrong action or decision

e manner of execution, e.g. deficiency in actions (such as too fast, improper overtaking,
failure to look, following too closely, wrong path), or deficiency in behaviour (such
as irresponsible or reckless, frustrated, aggressive)

e impairment, e.g. alcohol, fatigue, drugs, illness, emotional stress.

Road environment factors which present difficulty to the driver include

e adverse road design, e.g. unsuitable layout and intersection design, or poor visibility
due to layout
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e adverse environment, ¢.g. slippery road, flooded surface, lack of maintenance, weather
conditions

e inadequate road furniture or markings, e.g. insufficient and/or unclear road signs and
carriageway markings, poor street lighting

e unexpected obstructions, e.g. roadworks or parked vehicles.

Vehicle factors contributing to accidents are mainly those resulting from a lack of regu-
lar maintenance by the user of the vehicle, e.g. defective brakes and tyres.

Road environment Road user Vehicle
28% 94.75% 8.5%
2.5% 65% 2.5%
24% 4.5%
1.25%
0.25%

Fig. 18.3 Contributions to road accidents'

From Fig. 18.3 it can be deduced that the greatest potential for reducing accidents lies
in influencing road users to act more responsibly and in designing new roads/amending
old roads so as to be safer. The tools for doing this are education (accompanied, where
appropriate, by enforcement) and engineering.

18.4.2 Role of education in road safety

There is no standard definition of ‘education’ as used in relation to road safety.
Generally, the term is used to refer to a diverse range of activities, from early childhood
road training to initial driver training (where a person is taught the basic repertoire of
perceptual, motor and informational skills necessary to operate a vehicle safely) to atti-
tude-changing programmes (which are intended to inform adult road users of the need
to change existing dangerous practices, e.g. drinking and driving, speeding, not wearing
seat-belts, etc.).

In Britain the road safety educational tasks tend to be shared between those who have
a statutory responsibility, such as the Department of Transport and local authorities, and
those with a professional interest in the area, such as the Royal Society for the
Prevention of Accidents, driving schools, health educationalists, the Motorcycle
Association and the police.
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Teaching safety

With very young children the emphasis is usually placed on public information pro-
grammes aimed at educating parents to impose on children the habit-forming discipline
of keeping off the carriageway unless absolutely necessary and to ‘stop, look, listen’
when crossing the road. Once children are in school there is the opportunity for formal
road safety education directly aimed at the child. For the five- to nine-year-olds this may
range from a consolidation of basic road behaviour (including training them on how to
develop safe strategies for themselves on how to cross the road, as opposed to rule-based
training®), to the development of outdoor activities that support curriculum activity
while enabling the children to develop pedestrian and cyclist skills under supervision.

Older children can be encouraged to participate in interesting exercises on pedestrian
and cyclist accident causes and effects, in discussions on the bicycle as a means of trans-
port (as against a toy to play tricks on) and on the value of being conspicuous and of
wearing protective clothing and headgear when cycling, as well as practical cycle train-
ing covering both basic control and defensive riding skills. How to carry out difficult
manoeuvres, such as right turns and the negotiation of roundabouts, is a skill that needs
to be taught to youngsters in their early to mid-teens. Safety education for young peo-
ple in their later teens may involve tests of vision and reaction, observation practicums
of road user behaviour (and misbehaviour), interviews with accident victims and vul-
nerable persons, visits to vehicle testing stations, and discussions on common accident
situations, drink/drug-driving, and the use of seat-belts, as well as practical motorcycle-
riding and car-driving training.

The introduction of road safety education into schools has had mixed success. In
most schools it is not considered to be of sufficient priority to justify a separate course,
and is mostly covered by visiting speakers (e.g. road safety officers), during assembly,
and incidentally in normal lessons. The limited use made by teachers of road safety cur-
riculum materials, their limited preparation to teach road safety education, and the lack
of a well-developed organisation structure for road safety education within primary and
middle schools, have been identified'* as factors requiring urgent attention if road safety
is to be improved for the 513 age group.

Analyses of driver training courses, as distinct from road safety education courses, in
American high schools have concluded that there is no evidence that they had any extra
effect upon subsequent accident records. (Note also that studies of the effectiveness of
commercial driving schools have concluded that they have greater success in preparing
people to pass a driving test than private individuals, but there is no evidence that they
have any special value in road safety terms over informal training methods.)

Safety programmes for the elderly

As people grow old their driving skills tend to deteriorate as a result of the degradation
of functional and cognitive skills associated with aging. Night vision, especially glare
resistance and recovery time, worsens with old age; reflexes also slow and older drivers
have slower reaction times in complex driving situations. Older drivers are more likely
to misunderstand signs; they also tend to drive more slowly which, paradoxically, can
be more dangerous in certain situations. The hearing, attention span, walking speed and
agility of older pedestrians also decrease with age. When accidents happen, the elderly
are more likely to be severely injured because of their physical vulnerability.
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Public information programmes aimed at elderly drivers and pedestrians, which
advise them on how to cope with their disabilities and with difficult road situations, have
considerable potential to reduce accidents involving older persons.

Drinking-and-driving campaigns

Alcohol is a drug which depresses the central nervous system. As a result people’s per-
ceptions are blunted, coordination is impaired, reaction times are slowed, accurate
judgements of speed and distance are lessened, and the propensity to take risks is
increased.

Upon intake alcohol is absorbed into the bloodstream and then distributed through
the fluids and tissues of the body; however, the level of intoxication attained by any indi-
vidual then depends upon the concentration of alcohol in the brain and central nervous
system, and this is closely related to the blood alcohol concentration. The blood con-
centration at any given time depends upon the rate at which the alcohol is absorbed into
the bloodstream and the rate at which it is burnt up by the body or excreted in the urine,
breath or perspiration. The rate of absorption depends upon each individual’s constitu-
tion, the time since the last meal, the food consumed, and how quickly the alcohol is
taken. Alcohol is eliminated from the body at the more or less standard hourly rate of
15 mg per 100 ml of blood.

Typical. minimum amounts that will result in an average male adult attaining a cer-
tain alcohol concentration in the blood are given in Table 18.7; these data are based on
tables published by the British Medical Association. Driving skills are reduced at blood
alcohol concentrations (BAC) above 30 mg/100 ml; they are seriously affected above
80 mg/100 ml, i.e. the legal limit for driving in Britain (which corresponds to a breath
alcohol concentration of 35 mg/100 ml). Clumsiness and impaired judgement follow at
100 mg/100 ml, and at 200 mg/100 ml motor control and behaviour are seriously affected.

Table 18.7 Minimum intake of alcohol needed to raise the blood alcohol leve! in a
typical 70 kg male to a given concentration

BAC (mg/100 ml) Beer or stout (pints) Single whiskys
20 0.5 1
40 1.0 2
b5 1.5 3
75 20 4
100 3.0 6
150 4.0 8

A major study (at Grand Rapids, Michigan, in 1962/63) found that drinking drivers
at 80 mg/100 ml BAC are twice as likely as non-drinking drivers to be involved in an
accident, and that the risk rises sharply to 10 times at 150 mg/100 ml and to 20 times at
200 mg/100 ml. Subsequently it was determined that with inexperienced and infrequent
drinkers the sharp risk increase occurs at much lower levels than for more experienced
drinking drivers. A more recent British study of the risks involved in drink-driving gave
the results shown in Fig. 18.4.
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Fig. 18.4 Effect of blood alcohol concentration levels on accident probability

It might also be noted here that, excluding alcohol, the evidence linking drugs which
act upon the central nervous system (CNS drugs) with road accidents is limited at this
time, although there is no doubt that driving skills can be adversely affected by such
drugs. One British study of road accident fatalities'® concluded that the overall incidence
of CNS drugs (including medicinal ones) amongst all fatalities was 7.4 per cent; for car
drivers and motorcycle riders it was 6.7 and 8.0 per cent, respectively. The greatest inci-
dence of medicinal CNS drugs was in road users over 60 years. Drugs of abuse, notably
cannabis, were most common amongst young and middle-aged male drivers and motor-
cycle riders; in 40 per cent of the fatalities which involved CNS drugs, cannabis was
used with alcohol.

Public information campaigns which have targeted the drink-driving problem have
been run in Britain since 1964. On the whole these have focused on making the public
aware of the dangers associated with drinking and driving, and on making it socially
unacceptable to drink and drive. While the success of these campaigns is reflected in
subsequent reductions in accident numbers and rates, it might also be noted that surveys
carried out in 1979 and 1991 indicated that the numbers of people who admitted driving
after drinking in the previous week declined from 51 to 29 per cent over that period.
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Seat-belt campaigns

The majority of injuries to car occupants involved in road accidents are the result of
(a) frontal impacts by cars with fixed roadside obstacles, or with the front, sides or
rear ends of other vehicles, and (b) occupants continuing to move forward at very
nearly the full speed of the car before impact and striking (usually) the windscreen or
instrument panel. The primary function of seat-belts is therefore to restrain the car
occupants and prevent or reduce injury to heads and bodies during an accident; a sec-
ondary function is to hold occupants in their seats, especially during overturning
accidents. Recognition of their value in achieving these functions resulted in the fit-
ting of seat-belts being made compulsory in the front seats of new cars in Britain in
1965 (1967 for vans), and many publicity campaigns were subsequently mounted to
educate motorists as to why seat-belts should be worn.

The law now requires drivers and their passengers to wear seat-belts in moving vehi-
cles. However, the evidence would suggest that there is considerable value in continuing
these campaigns, and especially in targeting rear seat occupants about the benefits of
wearing seat-belts.

Campaigns against speeding

Speed control/reduction is another area where public education is being usefully
employed to change attitudes. This application is particularly timely as speed is increas-
ingly being identified as a major factor in accident causation. Public opinion is currently
being encouraged to shift to become more critical of speeding and close following —
especially when children are about.

A traffic stream consists of many drivers who individually choose their speeds and
headways in relation to other vehicles on the road. Figure 18.5 illustrates that the fac-
tors which influence each individual’s speed choice are complex, as are the relationships
between speed, speed limits, and accidents.

In general, between 22 and 32 per cent of accidents in Britain have excessive speed
as a contributory factor; i.e. some 75 000 injury accidents and about 1000 road deaths
each year involve excessive speed.'* The higher the average speed on a given road the
more likely it is that an accident will have severe consequences. There is evidence!” to
the effect that drivers who drive much faster or much slower than the general traffic
stream are more likely to be involved in accidents.

Changing the speed limit tends to result in a smaller change in mean traffic speed in
the same direction; as a guide, the change in the mean traffic speed is roughly a quarter
that of the posted difference. It is well established that the imposition of a speed limit or
the lowering of an existing limit is usually associated with significant reductions in road
accidents, and vice versa. The data available at this time also suggest that the percent-
age change in accidents is directly proportional to the absolute change in the posted
speed limit, and that a greater decrease in the fatality rate can be achieved by reducing
speed limits in urban areas in Britain than in rural areas. There appears to be a strong
relationship between actual traffic speeds and accidents:!” for every 1 mile/h (1.6 km/h)
decrease in the mean traffic speed casualties fall by about 5 per cent and fatalities by 7
per cent.
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Fig. 18.6 Factors affecting drivers’ choice of speed"

18.4.3 Importance of enforcement to road safety

Unfortunately, patterns of social behaviour are difficult to change quickly by education
alone, and so change in relation to road safety is often accelerated by the use of comple-
mentary enforcement strategies. Thus education programmes aimed at attitude-changing
often have a secondary objective, that of persuading the target audiences to accept the
enforcement of related (possibly unpopular) legislation.

A major review of the literature on traffic law enforcement'® concluded that the suc-
cess of enforcement is dependent on its ability to create a meaningful deterrent threat to
road users and, to achieve this, the emphasis must be on increasing enforcement activi-
ty to ensure that the perceived apprehension risk is high. Classic examples of the
effective use of enforcement in conjunction with public education are in relation to
drink-driving and seat-belt-wearing legislation.

Effect of enforcement of drink-driving legislation

A major step in respect of changing attitudes toward the drinking-driver problem in Britain
occurred with the passing of the Road Safety Act of 1967 which made it an offence for
anyone to drive a vehicle with a blood alcohol concentration of above 80 mg/100 ml. This
act received wide publicity and its immediate effect was to bring about the biggest reduc-
tion in road casualties (—11 per cent) and fatalities (~15% per cent) known to have
occurred anywhere following drinking-and-driving legislation. However, not too long after
the implementation of this legislation its dynamic beneficial effects began to wear off, and
nearly a decade later a governmental inquiry that looked into the reasons why concluded
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that it was not the law that was inadequate or the penalties too weak, but that the enforce-
ment was insufficient and drivers no longer expected to get caught.

As a consequence of the inquiry the Transport Act of 1981 allowed (from May 1983)
for the admittance into evidence by the police of alcohol levels established by breath
test; the limit was set at 35 mg/100 ml BrAC, which is equivalent to 80 mg/100 ml BAC.
Further, drivers who were convicted twice within 10 years of exceeding the legal limit
by more than 2% times (i.e. 200 mg/100 ml BAC) lost their licence indefinitely. These
changes in the implementation of the law had both an immediate and a continuing effect
on